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## CHAPTER 1

## Introduction

The study of shapes and their similarities is central in computer vision, in that it allows to recognize and classify objects from their representation. One has the interest of defining a distance function between shapes, which both expresses the meaning of similarity between shapes for the application and task that one has in mind, and at the same time is mathematically sound and treatable. In recent years the use of differential-geometric techniques for the study of shape deformation has rapidly spread to broad applied fields such as Pattern Analysis and Statistical Methods (e.g. for object recognition, target detection and tracking, classification of biometric data, and automated medical diagnostics).

One of the main ideas in this area has been to use fluid flow notions $[8,9]$, which lead to Riemannian metrics on many deformation related spaces ("shape spaces") [22, $\mathbf{2 4}, \mathbf{3 6}, \mathbf{4 2}, \mathbf{4 3}, \mathbf{4 7}]$; the aforementioned distance function is, in these cases, precisely the geodesic distance with respect to such metrics. However, the geometry of these Riemannian manifolds has remained terra incognita until very recently, when certain fundamental questions started being addressed $[\mathbf{3 1}, \mathbf{3 2}, \mathbf{3 3}, 48]$ : for example, the curvature of such manifolds has remained completely unknown in most cases. This thesis focuses on the computation of sectional curvature and its implications in one of the simplest shape spaces, which is that of landmark points.

The knowledge of curvature on a Riemannian manifold is essential in that it allows one to infer about the existence of conjugate points, the well-posedness of the problem of computing the implicit mean (and higher statistical moments) of samples on the manifold, and more. Such issues are of fundamental importance since they allow to build templates, i.e. shape classes that represent typical situations in certain applications like the emerging field of computational anatomy $[\mathbf{1 0}, \mathbf{1 4}, \mathbf{1 5}$,
$\mathbf{1 8}, \mathbf{2 2}, \mathbf{3 4}, \mathbf{3 5}, 46]$. For example, templates can used for the identification of structures in Magnetic Resonance Images (MRI) of brains. A template can represent the prototypical structure of a healthy person's brain, or the structure of the brain of someone developing Alzheimer's disease: such templates are matched to the MRI scan of an individual patient, and the geodesic distances between the data and the templates can then be used to formulate a diagnosis on the patient's health. In Medical Imaging statistical analysis is normally performed on the tangent space at the implicit mean (or Karcher mean [38]), but the differential-geometric issues mentioned above are too often ignored, which can lead to conspicuous inaccuracies. We will briefly return on these motivating issues in the concluding chapter of this thesis, after the geometric structure of the shape manifold of landmark points has been explored.

The thesis is organized as follows. Chapter 2 formally introduces the energy functional that has to be minimized in order to compute the distance between between two sets (landmarks configurations); most of the chapter is dedicated to proving that such functional can be written as the energy of a path with respect to a Riemannian metric tensor, so that the square root of the minimized energy is, in fact, a geodesic distance. Once the Riemannian structure is established, the geodesic equations are developed (in the Hamiltonian formalism) in Chapter 3, where conservation laws deriving from the translation-invariance and the rotation-invariance of the metric tensor are also explored.

It turns out that the cometric tensor (i.e. the inverse of the metric tensor) for the Riemannian manifold of $N$ landmarks in $D$ dimensions can be written as a matrix whose elements depend only on $2 D$ of all the $N D$ coordinates of the manifold, making the matrix of partial derivatives of the cometric tensor very sparse. This suggests finding a general formula for the Riemannian curvature tensor and for sectional curvature in terms of the first and second partial derivatives of the cometric instead of the metric; Chapter 4 is dedicated precisely to solving this highly nontrivial problem, for a generic $n$-dimensional Riemannian manifold. In Chapter 5, which is central in this thesis, we apply the formulas developed in the previous one precisely to the

Riemannian metric for the manifold of landmarks; special attention is dedicated to the simple but informative examples of one-dimensional landmarks. In Chapter 6 we study the qualitative dynamics of landmarks, i.e. the geodesic trajectories that solve the equations developed in Chapter 3; in particular, we study the effect of curvature on said dynamics by verifying, for example, the existence of conjugate points in regions of the manifold of positive curvature. Finally, Chapter 7 summarizes our results, discusses the their potential application to the statistical analysis of medical images, and draws the future plans of our research.

## CHAPTER 2

## The Riemannian Manifold of Landmarks

In this chapter we illustrate how the shape space of landmarks can be endowed with the structure of a Riemannian manifold. The treatment is rigorous, however we skip some technicalities in the mathematical preliminaries section regarding the regularity of diffeomorphisms, limiting ourselves to citing and later using results that the reader can find, for example, in $[\mathbf{4 3}, \mathbf{4 7}]$. We formulate the distance between two shapes in terms of the average kinetic energy of a velocity field that transports one shape into the other; we then show that such energy can be expressed in the form of the energy of a path with respect to a Riemannian metric tensor. At the end of the chapter we briefly discuss ways of extending the approach to generic shapes, by formulating it in terms of Lie groups of diffeomorphisms acting on shape manifolds.

## 1. General framework

Let $\mathcal{I}$ be the space of $N$ landmark points in $D$ dimensions, that is, the generic element of $\mathcal{I}$ is given by $I=\left(x^{1}, x^{2}, \ldots, x^{N}\right)$, $x^{i} \in \mathbb{R}^{D}$, with $x^{i} \neq x^{j}$ for $i \neq j$. Our objective is to endow $\mathcal{I}$ with a distance function $d: \mathcal{I} \times \mathcal{I} \rightarrow \mathbb{R}^{+}$that will turn out to be the geodesic distance $[\mathbf{1 1}, \mathbf{2 3}, \mathbf{2 7}]$ with respect to a Riemannian metric. The idea is to find, among the diffeomorphisms of the plane that map a shape into another, the one that is generated by the velocity field of minimal average "kinetic energy" (to be defined): the distance between the two shapes will be given by the square root of such average energy.
1.1. Mathematical preliminaries. We will start with some definitions and preliminary notions. Let $\mathcal{Q}$ be the set of differentiable landmarks paths, that is:

$$
\mathcal{Q} \triangleq\left\{\left\{q^{i}:[0,1] \rightarrow \mathbb{R}^{D}\right\}_{i=1}^{N} \mid q^{i}(\cdot) \text { is differentiable, for all } i\right\} ;
$$

we shall indicate the generic element of such set simply with $q$, so that $q(t)=$ $\left\{q^{1}(t), \ldots, q^{N}(t)\right\}, t \in[0,1]$. Let $V$ be a set of functions $\mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ that has the structure of an admissible Hilbert space $\left(V,\langle\cdot, \cdot\rangle_{V}\right)$ (see $[\mathbf{1 7}, \mathbf{4 3}, \mathbf{4 7}]$, or Appendix A for an essential treatment of such spaces); the most salient property of admissible Hilbert spaces is that $V$ is embedded in $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ (the subscript 0 denotes functions that vanish at infinity [16]), i.e. such that for some constant $C$ we have $\|u\|_{1, \infty} \leq C\|u\|_{V}$, for all $u \in V$. For example, $V$ can be chosen to be Sobolev space $H^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ with its norm [13]:

$$
\begin{equation*}
\|u\|_{V}^{2} \triangleq \int_{\mathbb{R}^{D}}\langle L u(x), u(x)\rangle_{\mathbb{R}^{D}} d x ; \tag{2.1}
\end{equation*}
$$

in the above expression $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$ is a self-adjoint spatial differential operator ( $a \in \mathbb{R}, k \in \mathbb{N}$ and $\Delta$ is the Laplacian) that is applied to each of the $D$ components of the vector field ${ }^{1} u$. By the Sobolev Embedding Theorem [16] we have in fact that if $k>\frac{D}{2}+1$ then $V$ is embedded in $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$. Space $L^{1}([0,1], V)$ is defined as the set of functions $v:[0,1] \rightarrow V: t \mapsto v_{t}$ such that:

$$
\|v\|_{L^{1}([0,1], V)} \triangleq \int_{0}^{1}\left\|v_{t}\right\|_{V} d t<\infty
$$

while space $L^{2}([0,1], V)$ is the set of functions $v:[0,1] \rightarrow V: t \mapsto v_{t}$ such that:

$$
\|v\|_{L^{2}([0,1], V)}^{2} \triangleq \int_{0}^{1}\left\|v_{t}\right\|_{V}^{2} d t<\infty
$$

${ }^{1}$ If we write $u=\left(u^{1}, u^{2}, \ldots, u^{D}\right)$ the following holds when $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$ :

$$
\int_{\mathbb{R}^{D}}\langle L u(x), u(x)\rangle_{\mathbb{R}^{D}} d x=\int_{\mathbb{R}^{D}} \sum_{\ell=1}^{D} \sum_{m=0}^{k}\binom{k}{m} a^{2 m} \sum_{|\alpha|=m}\left|D^{\alpha} u^{\ell}\right|^{2} d x,
$$

where we have used the multi-index notation introduced in $[\mathbf{1 3}, \mathbf{1 6}]$. In particular for $k=2$ the above expression becomes:

$$
\int_{\mathbb{R}^{D}}\langle L u(x), u(x)\rangle_{\mathbb{R}^{D}} d x=\int_{\mathbb{R}^{D}} \sum_{\ell=1}^{D}\left\{\left|u^{\ell}\right|^{2}+2 a^{2}\left\|\nabla u^{\ell}\right\|_{\mathbb{R}^{D}}^{2}+a^{4}\left\|H u^{\ell}\right\|_{\mathbb{R}^{D \times D}}^{2}\right\} d x
$$

where $\nabla u^{\ell}$ and $H u^{\ell}$ are, respectively, the gradient and the Hessian matrix of scalar function $u^{\ell}$. We can see that the Sobolev norm is a linear combination of the $L^{2}$ norms of a function and of its derivatives; parameter $a$ is just a scaling factor.

Set $L^{2}([0,1], V)$ is a subset of $L^{1}([0,1], V)$ and is in fact a Hilbert space with inner product $\langle u, v\rangle_{L^{2}([0,1], V)} \triangleq \int_{0}^{1}\langle u, v\rangle_{V} d t$; we will write the generic element of $L^{1}([0,1], V)$ or $L^{2}([0,1], V)$ explicitly as $v_{t}(x), t \in[0,1], x \in \mathbb{R}^{D}$.

It is well known from the theory of ordinary differential equations $[7]$ that, given a generic vector field $v=v_{t}(x), t \in[0,1], x \in \mathbb{R}^{D}$, under some regularity assumptions on $v$ the $D$-dimensional non-autonomous dynamical system

$$
\left\{\begin{array}{cl}
\dot{z} & =v_{t}(z)  \tag{2.2}\\
z\left(t_{0}\right) & =x
\end{array}\right.
$$

has a unique solution of the type $z(t)=\psi\left(t, t_{0}, x\right)$. Let $V$ be an admissible Hilbert space; for any $v \in L^{1}([0,1], V)$ we shall define $\varphi_{s t}^{v}(x) \triangleq \psi(t, s, x)$; fixing $t=1$ and $s=0$ we get $\varphi^{v}(x) \triangleq \varphi_{01}^{v}(x)$, which is the diffeomorphism generated (or induced) by $v$. Given an admissible Hilbert space $V$ we will call the set

$$
\mathcal{G}_{V} \triangleq\left\{\varphi^{v}: v \in L^{1}([0,1], V)\right\}
$$

the group of diffeomorphisms generated by $V$; its name is justified by the result that for any $v \in L^{1}([0,1], V)$ the map $\varphi^{v}: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ is indeed a diffeomorphism and the set $\mathcal{G}_{V}$ is a group with respect to the operation of composition between functions $[43,47]$. In the language of manifolds it turns out that $\mathcal{G}_{V}$ is an infinitedimensional Lie group and $V$ is its Lie algebra.
1.2. Definition of the distance function. For generic velocity $v \in L^{2}([0,1], V)$ and landmark trajectories $q \in \mathcal{Q}$ define the energy

$$
\begin{equation*}
E[v, q] \triangleq \int_{0}^{1} \int_{\mathbb{R}^{D}}\left\langle L v_{t}(x), v_{t}(x)\right\rangle_{\mathbb{R}^{D}} d x d t+\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\|\frac{d q^{i}}{d t}(t)-v_{t}\left(q^{i}(t)\right)\right\|_{\mathbb{R}^{D}}^{2} d t \tag{2.3}
\end{equation*}
$$

We claim that a distance function $d$ on $\mathcal{I}$ between two landmark sets (or shapes) $I=\left(x^{1}, x^{2}, \ldots, x^{N}\right)$ and $I^{\prime}=\left(y^{1}, y^{2}, \ldots, y^{N}\right)$ can be defined as

$$
\begin{equation*}
d\left(I, I^{\prime}\right) \triangleq \inf _{v, q}\left\{\sqrt{E[v, q]}: v \in L^{2}([0,1], V), q \in \mathcal{Q} \text { with } q(0)=I, q(1)=I^{\prime}\right\} \tag{2.4}
\end{equation*}
$$

the main objective of this chapter is in fact to show that the above function is in fact a geodesic distance with respect to a Riemannian metric.

The above infimum is computed over all differentiable landmark paths $q \in \mathcal{Q}$ that satisfy the boundary conditions, and vector fields $v \in L^{2}([0,1], V)$. Such fields more or less exactly "transport" (i.e. generate diffeomorphisms that map) the first set of landmarks $I$ into the second one $I^{\prime}$, depending on the value of smoothing parameter $\lambda \in(0, \infty]$. Such paramenter is a weight between the first term (the aforementioned "kinetic energy", averaged over a unit of time), that measures the smoothness of the vector field that generates the diffeomorphism, and the second term, which measures the exactness of the matching. When $\lambda=\infty$ we have exact matching, i.e. the landmark trajectories exactly satisfy the ordinary differential equations $\dot{q}^{i}=$ $v_{t}\left(q^{i}\right), i=1, \ldots, N$ which are obtained by setting the integrands of the second term in the right-hand side of (2.3) equal to zero. When $\lambda<\infty$ we have regularized (or approximate) matching, i.e. the landmark trajectories "almost" satisfy such ODE, so that the diffeomorphism generated by $v_{t}(x)$ does not transport $I$ exactly into $I^{\prime}$; this allows for the time varying vector field to be smoother, thus resulting in a smaller distance between the two given landmark configurations. For this reason the second term in (2.3) is often referred to as smoothing term; its function is to make distance $d$ tolerant of small diffeomorphisms, so that object variations due to noise in data are neglected. For the rest of the chapter we shall consider generic values of smoothing parameter $\lambda$.

Note that the smaller $\lambda$ is, the smoother will be the vector field and the less exact will be the matching. In fact for $\lambda \simeq 0$ the minimizer $(v, q)$ of energy (2.3) (if it actually exists) has velocity $v$ is close to zero, so that the diffeomorphism $\varphi^{v}$ it generates is close to the identity map. This makes the second integral in (2.3) large, but its contribution to $E[v, q]$ is small since $\lambda$ is almost zero. The corresponding minimizing trajectories $q$ will be (almost) straight lines. We shall return to this discussion further on the chapter, when the dependance on $\lambda$ of the Riemannian metric tensor of landmarks manifold $\mathcal{I}$ will be clear.

## 2. Riemannian formulation

We remind the reader that our objective is to show that $d$ defined in (2.4) is a geodesic distance on $\mathcal{I}$ with respect to some Riemannian metric, which in fact will depend on the chosen differential operator $L$ and on smoothing parameter $\lambda$.
2.1. Minimizing velocity fields and momenta. The following result holds.

Proposition 2.1. For a fixed $\bar{q}=\left\{\bar{q}^{i}:[0,1] \rightarrow \mathbb{R}^{D}\right\}_{i=1}^{N} \in \mathcal{Q}$ there exists a minimizer with respect to $v \in L^{2}([0,1], V)$ of $E[v, \bar{q}]$ and it belongs to the set of vector fields of the general form:

$$
\begin{equation*}
v_{t}(x)=\sum_{i=1}^{N} \alpha_{i}(t) G\left(x, \bar{q}^{i}(t)\right), \tag{2.5}
\end{equation*}
$$

where $G: \mathbb{R}^{D} \times \mathbb{R}^{D} \rightarrow \mathbb{R}$ is the Green's function (or fundamental solution) of operator $L$ in (2.3) and coefficients $\alpha_{i}:[0,1] \rightarrow \mathbb{R}^{D}, i=1, \ldots, N$ are continuous functions.

Note that typically $G(x, y)=\gamma\left(\|x-y\|_{\mathbb{R}^{D}}\right)$ for some bell-shaped scalar function $\gamma$ : $[0, \infty) \rightarrow \mathbb{R}$; function $G$ is sometimes called the kernel of space $V$ (in section 4 of this chapter we will briefly return on the topic of kernels). Therefore, for fixed differentiable trajectories $\bar{q}^{i}(\cdot), i=1, \ldots, N$, energy $E[v, \bar{q}]$ can be minimized with respect to functions $\alpha_{i}(\cdot), i=1, \ldots, N$. We shall indicate with $p_{i}(\cdot), i=1, \ldots, N$ the minimizing values of coefficients $\alpha_{i}$ in expression (2.5) and with $v^{*}=v_{t}^{*}(x), t \in[0,1]$, $x \in \mathbb{R}^{D}$ the resulting minimizing velocity field; the coefficients $p_{i}$ are called momenta (once the Riemannian formulation is proven, it will turn that such vectors will be the actual momenta for landmark points, as defined in Hamiltonian mechanics).

Remark. We would like to argue that it makes sense, from a physical point of view, that the minimum-energy velocity field that transports the landmarks along trajectories $\bar{q}$ must be of the form (2.5). In fact what the formula expresses is that the $N$ landmarks are moved around space $\mathbb{R}^{D}$ by "lumps" of velocity fields centered around each one of the landmarks themselves; such lumps cannot be point-supported,
since the global velocity field $v_{t}(x)$ must minimize a norm of the Sobolev type and therefore be smooth to a certain degree.

Before proving the above proposition and computing the momenta in function of trajectories $\bar{q}$ and their time derivatives, we shall introduce some notation that will allow us to express the results in terms of matrix and vector summations/multiplications. The scalar components of the $N$ landmark trajectories $q^{i}=\left(q^{i, 1}, \ldots, q^{i, D}\right), i=1, \ldots, N$ can be ordered in an $N \times D$ matrix:

$$
\left[\begin{array}{cccc}
q^{1,1} & q^{1,2} & \cdots & q^{1, D} \\
q^{2,1} & q^{2,2} & \cdots & q^{2, D} \\
q^{3,1} & q^{3,2} & \cdots & q^{3, D} \\
\vdots & \vdots & \ddots & \vdots \\
q^{N, 1} & q^{N, 2} & \cdots & q^{N, D}
\end{array}\right],
$$

where the coordinates of the first, second, $\ldots, N^{\text {th }}$ landmarks lie on the first, first, second, $\ldots, N^{\text {th }}$ rows of the above matrix. In order to keep notation consistent, from now on we shall consider trajectories $q^{i}(\cdot), i=1, \ldots, N$ as $1 \times N$ row vectors. Instead we will indicate with $q^{(k)}$ the $N \times 1$ column vector of the $k^{\text {th }}$ components of the set of labeled landmarks:

$$
q^{(k)} \triangleq\left[\begin{array}{c}
q^{1, k} \\
q^{2, k} \\
\vdots \\
q^{N, k}
\end{array}\right],
$$

for $k=1, \ldots, D$, while with an abuse of notation we will indicate with $q$ the superposition of the above defined $q^{(k)}$ 's, i.e.:

$$
q \triangleq\left[\begin{array}{c}
q^{(1)}  \tag{2.6}\\
q^{(2)} \\
\vdots \\
q^{(D)}
\end{array}\right]
$$

which is a $D N \times 1$ column vector (the abuse of notation consists in the fact that we are using the symbol $q$ for both the above vector and the generic element of $\mathcal{Q}$, but the context in which such symbol is used should clarify its meaning).

As far as the scalar components momenta $p_{i}=\left(p_{i, 1}, \ldots, p_{i, D}\right), i=1, \ldots, N$ are concerned we can order them in a matrix in the same way that we ordered the $q^{i, k}$ 's:

$$
\left[\begin{array}{cccc}
p_{1,1} & p_{1,2} & \cdots & p_{1, D}  \tag{2.7}\\
p_{2,1} & p_{2,2} & \cdots & p_{2, D} \\
p_{3,1} & p_{3,2} & \cdots & p_{3, D} \\
\vdots & \vdots & \ddots & \vdots \\
p_{N, 1} & p_{N, 2} & \cdots & p_{N, D}
\end{array}\right] ;
$$

similarly to what we did before, we will define:

$$
p_{(k)} \triangleq\left[\begin{array}{c}
p_{1, k} \\
p_{2, k} \\
\vdots \\
p_{N, k}
\end{array}\right], \quad \text { for } k=1, \ldots, D \quad \text { and } \quad p \triangleq\left[\begin{array}{c}
p_{(1)} \\
p_{(2)} \\
\vdots \\
p_{(D)}
\end{array}\right]
$$

which are column vectors of size $N \times 1$ and $D N \times 1$, respectively ${ }^{2}$. In fact, we will also need to order in a matrix the generic coefficients that appear in (2.5) in the same way that the momenta are ordered:

$$
\left[\begin{array}{cccc}
\alpha_{1,1} & \alpha_{1,2} & \cdots & \alpha_{1, D} \\
\alpha_{2,1} & \alpha_{2,2} & \cdots & \alpha_{2, D} \\
\alpha_{3,1} & \alpha_{3,2} & \cdots & \alpha_{3, D} \\
\vdots & \vdots & \ddots & \vdots \\
\alpha_{N, 1} & \alpha_{N, 2} & \cdots & \alpha_{N, D}
\end{array}\right],
$$

and vectors $\alpha_{(k)}, k=1, \ldots, D$ and $\alpha$ (which are column vectors of size $N \times 1$ and $D N \times$ 1 , respectively) are defined in an analogous manner. Consistently with the above

[^0]notation we shall consider velocity fields of the type (2.5) to be row vectors. Also, we will define the following $N \times N$ matrix:
\[

S(q) \triangleq\left[$$
\begin{array}{cccc}
G\left(q^{1}, q^{1}\right) & G\left(q^{1}, q^{2}\right) & \cdots & G\left(q^{1}, q^{N}\right)  \tag{2.8}\\
G\left(q^{2}, q^{1}\right) & G\left(q^{2}, q^{2}\right) & \cdots & G\left(q^{2}, q^{N}\right) \\
\vdots & \vdots & \ddots & \vdots \\
G\left(q^{N}, q^{1}\right) & G\left(q^{N}, q^{2}\right) & \cdots & G\left(q^{N}, q^{N}\right)
\end{array}
$$\right]
\]

where $G$ is the kernel of $V$; its generic element will be $S^{i j} \triangleq G\left(q^{i}, q^{j}\right)$, with $i, j=$ $1, \ldots, N$. Matrix $S(q)$ is definite positive, whence invertible, by Corollary A. 5 in Appendix A. Given the above machinery we can proceed to the following proof.

Proof of Proposition 2.1. We will use variational calculus techniques. Neglecting the bar above the symbol $q$ and some of the time arguments for notational compactness, for two time-dependent vector fields $v, w \in L^{2}([0,1], V)$ and for an arbitrary $\varepsilon \in \mathbb{R}$ we have

$$
E[v+\varepsilon w, q]=\int_{0}^{1}\left\langle v_{t}+\varepsilon w_{t}, v_{t}+\varepsilon w_{t}\right\rangle_{V} d t+\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\|\dot{q}^{i}-\left(v_{t}+\varepsilon w_{t}\right)\left(q^{i}\right)\right\|_{\mathbb{R}^{D}}^{2} d t,
$$

that is:

$$
\begin{aligned}
E[v+\varepsilon w, q]= & \int_{0}^{1}\left\{\left\langle v_{t}, v_{t}\right\rangle_{V}+2 \varepsilon\left\langle v_{t}, w_{t}\right\rangle_{V}+\varepsilon^{2}\left\langle w_{t}, w_{t}\right\rangle_{V}\right\} d t \\
& +\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\{\left\langle\dot{q}^{i}-v_{t}\left(q^{i}\right), \dot{q}^{i}-v_{t}\left(q^{i}\right)\right\rangle_{\mathbb{R}^{D}}-2 \varepsilon\left\langle\dot{q}^{i}-v_{t}\left(q^{i}\right), w_{t}\left(q^{i}\right)\right\rangle_{\mathbb{R}^{D}}\right. \\
& \left.+\left\langle w_{t}\left(q^{i}\right), w_{t}\left(q^{i}\right)\right\rangle_{\mathbb{R}^{D}}\right\} d t
\end{aligned}
$$

therefore the first variation of the functional is

$$
\left.\delta E \triangleq \frac{\partial}{\partial \varepsilon} E[v+\varepsilon w, q]\right|_{\varepsilon=0}=2 \int_{0}^{1}\left\{\left\langle v_{t}, w_{t}\right\rangle_{V}-\lambda \sum_{i=1}^{N}\left\langle\dot{q}^{i}-v_{t}\left(q^{i}\right), w_{t}\left(q^{i}\right)\right\rangle_{\mathbb{R}^{D}}\right\} d t .
$$

By the reproducing property described in Corollary A. 4 we have that

$$
\left\langle\dot{q}^{i}-v_{t}\left(q^{i}\right), w_{t}\right\rangle_{\mathbb{R}^{D}}=\left\langle G\left(\cdot, q^{i}\right)\left[\dot{q}^{i}-v_{t}\left(q^{i}\right)\right], w_{t}\left(q^{i}\right)\right\rangle_{V}
$$

for $i=1, \ldots, N$, so that

$$
\delta E=2 \int_{0}^{1}\left\langle v_{t}-\lambda \sum_{i=1}^{N} G\left(\cdot, q^{i}\right)\left[\dot{q}^{i}-v_{t}\left(q^{i}\right)\right], w_{t}\right\rangle_{V} d t .
$$

Setting the $\delta E=0$ for all $w \in L^{2}([0,1], V)$ yields:

$$
v_{t}(x)=\sum_{i=1}^{N} \lambda\left[\dot{q}^{i}(t)-v_{t}\left(q^{i}(t)\right)\right] G\left(x, q^{i}(t)\right), \quad t \in[0,1], x \in \mathbb{R}^{D}
$$

which is precisely of the form (2.5), having set $\alpha_{i}(t)=\lambda\left[\dot{q}^{i}(t)-v_{t}\left(q^{i}(t)\right)\right]$.

The momenta may be computed in the following manner.

Proposition 2.2. For a fixed $\bar{q}=\left\{\bar{q}^{i}:[0,1] \rightarrow \mathbb{R}^{D}\right\}_{i=1}^{N} \in \mathcal{Q}$ the minimizer with respect to $v \in L^{2}([0,1], V)$ of $E[v, \bar{q}]$ is

$$
\begin{equation*}
v_{t}^{*}(x)=\sum_{i=1}^{N} p_{i}(t) G\left(x, \bar{q}_{i}(t)\right), \tag{2.9}
\end{equation*}
$$

where the components of momenta (2.7) are given by:

$$
\begin{equation*}
p_{(k)}(t)=\left(S(\bar{q}(t))+\frac{\mathrm{id}}{\lambda}\right)^{-1} \cdot \frac{d}{d t} \bar{q}^{(k)}(t), \tag{2.10}
\end{equation*}
$$

$k=1, \ldots, D$, where id is the $N \times N$ identity matrix.

In order to prove the above result we will need two lemmas.

Lemma 2.3. When the velocity field has the form (2.5), its squared norm $\left\|v_{t}\right\|_{V}^{2}$ at a given time $t$ can be expressed as:

$$
\int_{\mathbb{R}^{D}}\left\langle L v_{t}(x), v_{t}(x)\right\rangle_{\mathbb{R}^{D}} d x=\sum_{k=1}^{D} \alpha_{(k)}^{T}(t) S(q(t)) \alpha_{(k)}(t) .
$$

Proof. We are going to use some of the notation and terminology introduced in Appendix A. When the velocity field in form (2.5), i.e. $v_{t}(x)=\sum_{i=1}^{N} \alpha_{i} G\left(x, q^{i}\right)$, we
have:

$$
\begin{aligned}
& \int_{\mathbb{R}^{D}}\left\langle L v_{t}(x), v_{t}(x)\right\rangle_{\mathbb{R}^{D}} d x=\left\langle v_{t}(x), v_{t}(x)\right\rangle_{V} \\
& \quad=\sum_{i, j=1}^{N}\left\langle G\left(\cdot, q^{i}\right) \alpha_{i}, G\left(\cdot, q^{j}\right) \alpha_{j}\right\rangle_{V} \stackrel{(*)}{=} \sum_{i, j=1}^{N}\left\langle\alpha_{i}, G\left(q^{i}, q^{j}\right) \alpha_{j}\right\rangle_{\mathbb{R}^{D}} \\
& =\sum_{i, j=1}^{N} G\left(q^{i}, q^{j}\right)\left\langle\alpha_{i}, \alpha_{j}\right\rangle_{\mathbb{R}^{D}}=\sum_{k=1}^{D} \sum_{i, j=1}^{N} G\left(q^{i}, q^{j}\right) \alpha_{i, k} \alpha_{j, k}=\sum_{k=1}^{D} \alpha_{(k)}^{T} S(q) \alpha_{(k)},
\end{aligned}
$$

where in step $(*)$ we have used Corollary A.4.

Lemma 2.4. When the velocity field has the form (2.5) the integrand of the smoothing term in energy (2.3) can be written as:

$$
\sum_{i=1}^{N}\left\|\dot{q}^{i}(t)-v_{t}\left(q^{i}(t)\right)\right\|_{\mathbb{R}^{D}}^{2}=\sum_{k=1}^{D}\left(S(q(t)) \alpha_{(k)}(t)-\dot{q}^{(k)}(t)\right)^{T}\left(S(q(t)) \alpha_{(k)}(t)-\dot{q}^{(k)}(t)\right) .
$$

Proof. We will write the components of the velocity field as $v_{t}=\left(v_{t}^{1}, \ldots, v_{t}^{D}\right)$. Neglecting the time argument for notational compactness, we have that

$$
v_{t}^{k}(x)=\sum_{j=1}^{N} \alpha_{j, k} G\left(x, q^{j}\right), \quad \text { whence } \quad v_{t}^{k}\left(q^{i}\right)=\sum_{j=1}^{N} \alpha_{j, k} G\left(q^{i}, q^{j}\right)=\sum_{j=1}^{N} S^{i j} \alpha_{j, k},
$$

so that we can write the $N \times 1$ column vector $\dot{q}^{(k)}-S(q) \alpha_{(k)}$ as

$$
\dot{q}^{(k)}-S(q) \alpha_{(k)}=\left[\begin{array}{c}
\dot{q}^{1, k}-\sum_{j=1}^{N} S^{1 j} \alpha_{j, k} \\
\dot{q}^{2, k}-\sum_{j=1}^{N} S^{2 j} \alpha_{j, k} \\
\vdots \\
\dot{q}^{N, k}-\sum_{j=1}^{N} S^{N j} \alpha_{j, k}
\end{array}\right]=\left[\begin{array}{c}
\dot{q}^{1, k}-v_{t}^{k}\left(q^{1}\right) \\
\dot{q}^{2, k}-v_{t}^{k}\left(q^{2}\right) \\
\vdots \\
\dot{q}^{N, k}-v_{t}^{k}\left(q^{N}\right)
\end{array}\right]
$$

Therefore the integrand of the smoothing term in (2.3) can be expressed as:

$$
\begin{aligned}
& \sum_{i=1}^{N}\left\|\dot{q}^{i}-v_{t}\left(q^{i}\right)\right\|_{\mathbb{R}^{D}}^{2}=\sum_{k=1}^{D} \sum_{i=1}^{N}\left|\dot{q}^{i, k}-v_{t}^{k}\left(q^{i}\right)\right|^{2}=\sum_{k=1}^{D}\left\|\dot{q}^{(k)}-S(q) \alpha_{(k)}\right\|_{\mathbb{R}^{N}}^{2} \\
& \quad=\sum_{k=1}^{D}\left\|S(q) \alpha_{(k)}-\dot{q}^{(k)}\right\|_{\mathbb{R}^{N}}^{2}=\sum_{k=1}^{D}\left(S(q) \alpha_{(k)}-\dot{q}^{(k)}\right)^{T}\left(S(q) \alpha_{(k)}-\dot{q}^{(k)}\right),
\end{aligned}
$$

which precisely is what we wanted to prove.

Proof of Proposition 2.2. We will omit the bar above the symbol $q$ and some arguments for notational compactness. For a velocity field of the type (2.5) Lemmas 2.3 and 2.4 imply that, for a velocity field of the type (2.5), the energy (2.3) can be written in the form:

$$
E[v, q]=\int_{0}^{1} \sum_{k=1}^{D}\left\{\alpha_{(k)}^{T} S \alpha_{(k)}+\lambda\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)^{T}\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)\right\} d t .
$$

In fact, we will indicate the above functional with $U[\alpha, q]$ since it is now a function of the $\alpha$ coefficients and the landmark trajectories. Once again, we will be using variational principles. For arbitrary functions $\alpha_{(k)}, \beta_{(k)}:[0,1] \rightarrow \mathbb{R}^{N \times 1}, k=1, \ldots, D$ and any $\varepsilon \in \mathbb{R}$ we have

$$
\begin{aligned}
U[\alpha+\varepsilon \beta, q]=\int_{0}^{1} \sum_{k=1}^{D}\{ & \left\{\left(\alpha_{(k)}+\varepsilon \beta_{(k)}\right)^{T} S\left(\alpha_{(k)}+\varepsilon \beta_{(k)}\right)\right. \\
& \left.+\lambda\left[S\left(\alpha_{(k)}+\varepsilon \beta_{(k)}\right)-\dot{q}^{(k)}\right]^{T}\left[S\left(\alpha_{(k)}+\varepsilon \beta_{(k)}\right)-\dot{q}^{(k)}\right]\right\} d t
\end{aligned}
$$

that is:

$$
\begin{aligned}
& U[\alpha+\varepsilon \beta, q]=\int_{0}^{1} \sum_{k=1}^{D}\left\{\alpha_{(k)}^{T} S \alpha_{(k)}+2 \varepsilon \alpha_{(k)}^{T} S \beta_{(k)}+\varepsilon^{2} \beta_{(k)}^{T} S \beta_{(k)}\right. \\
& \left.\quad+\lambda\left[\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)^{T}\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)+2 \varepsilon\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)^{T} S \beta_{(k)}+\varepsilon^{2} \beta_{(k)}^{T} S^{T} S \beta_{(k)}\right]\right\} d t
\end{aligned}
$$

Therefore the first variation of functional $U$ with respect to $\alpha$ is given by:

$$
\left.\delta U \triangleq \frac{\partial}{\partial \epsilon} U[\alpha+\varepsilon \beta, q]\right|_{\varepsilon=0}=2 \int_{0}^{1} \sum_{k=1}^{D}\left\{\alpha_{(k)}^{T} S+\lambda\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)^{T} S\right\} \beta_{(k)} d t
$$

which is equal to zero for any choice of functions $\beta_{(k)}, k=1, \ldots, D$ if and only if

$$
\alpha_{(k)}^{T} S+\lambda\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)^{T} S=0, \quad k=1, \ldots, D
$$

Matrix $S$ is positive definite, whence invertible, therefore the above equations are equivalent to

$$
\alpha_{(k)}+\lambda\left(S \alpha_{(k)}-\dot{q}^{(k)}\right)=0, \quad k=1, \ldots, D
$$

which immediately yield:

$$
\alpha_{(k)}=\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)} \quad k=1, \ldots, D,
$$

that are precisely equations (2.10).
2.2. Main result. It is convenient, at this point, to introduce the $N \times N$ matrix:

$$
R(q) \triangleq\left(S(q)+\frac{\mathrm{id}}{\lambda}\right)^{-1}
$$

where $S(q)$ was defined in (2.8) and also the $D N \times D N$, block-diagonal matrix

$$
\begin{align*}
g(q) & \triangleq\left[\begin{array}{cccc}
R(q) & 0 & \cdots & 0 \\
0 & R(q) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & R(q)
\end{array}\right]  \tag{2.11}\\
& =\left[\begin{array}{cccc}
S(q)+\frac{\mathrm{id}}{\lambda} & 0 & \cdots & 0 \\
0 & S(q)+\frac{\mathrm{id}}{\lambda} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & S(q)+\frac{\mathrm{id}}{\lambda}
\end{array}\right]^{-1}
\end{align*}
$$

where the $N \times N$ block $R(q)$ is repeated exactly $D$ times (the zeroes above represent $N \times N$ blocks of zeroes); the choice of symbol $g$ in the definition above is justified, as we shall see in Theorem 2.7, by the fact that (2.11) is precisely the metric tensor of Riemannian manifold $\mathcal{I}$, and $g$ is the classic symbol used for such tensor in Differential Geometry. We will need the following technical result.

Lemma 2.5. Given two generic sets $\mathcal{S}$ and $\mathcal{W}$, consider a function $f: \mathcal{S} \times \mathcal{W} \rightarrow \mathbb{R}$ and assume that, for any fixed $\bar{w} \in \mathcal{W}$, function $f(s, \bar{w})$ has a unique minimizer with respect to $s \in \mathcal{S}$ : we shall define $h(\bar{w}) \triangleq \arg \min _{s \in \mathcal{S}} f(s, \bar{w})$. Under these hypotheses,

$$
\inf _{(s, w) \in \mathcal{S} \times \mathcal{W}} f(s, w)=\inf _{w \in \mathcal{W}} f(h(w), w) .
$$

Proof. Let $\nu_{1} \triangleq \inf _{(s, w) \in \mathcal{S} \times \mathcal{W}} f(s, w)$ and $\nu_{2} \triangleq \inf _{w \in \mathcal{W}} f(h(w), w)$. It is obvious that $\nu_{1} \leq \nu_{2}$ : in fact we have that $\nu_{2}=\inf _{(s, w) \in \operatorname{graph}(h)} f(s, w) \geq \nu_{1}$, since $\operatorname{graph}(h) \subset$ $U \times V$. We now want to prove that $\nu_{1} \geq \nu_{2}$. But if $\nu_{1}<\nu_{2}$ then by the definition of $\nu_{1}$ (a number $\mu$ is the infumum of a set $\mathcal{T} \subset \mathbb{R}$ if: (a) for all $x \in \mathcal{T}$, we have $x \geq \nu$; (b) for any choice of $\mu^{\prime}>\mu, \exists y \in \mathcal{T}$ such that $y<\mu^{\prime}$ ) there would exist a
pair $\left(s^{*}, w^{*}\right) \in \mathcal{S} \times \mathcal{W}$ such that $f\left(s^{*}, w^{*}\right)<\nu_{2}$. By the definition of $h$ we would have $f\left(h\left(w^{*}\right), w^{*}\right) \leq f\left(s^{*}, w^{*}\right)<\nu_{2}$, which is a contradiction of the definition of $\nu_{2}$.

For a fixed pair of landmark sets $I=\left\{x_{1}, \ldots, x_{N}\right\}$ and $I^{\prime}=\left\{y_{1}, \ldots, y_{N}\right\}$ we can apply the above Lemma to sets

$$
\mathcal{S}=L^{2}([0,1], V) \quad \text { and } \quad \mathcal{W}=\mathcal{Q}_{0} \triangleq\left\{q \in \mathcal{Q}: q(0)=I, q(1)=I^{\prime}\right\}
$$

and to function $f=E[v, q]$. Velocity $v^{*}$ provided by expression (2.9) in Proposition 2.2 minimizes $E[v, \bar{q}]$ for a fixed trajectory $\bar{q}$, so that $v^{*}=h(\bar{q})$; in fact, with an abuse of notation, we shall write $v^{*}=v^{*}(\bar{q})$. The following consequence holds.

Corollary 2.6. Fix landmark sets $I=\left(x^{1}, \ldots, x^{N}\right)$ and $I^{\prime}=\left(y^{1}, \ldots, y^{N}\right)$. For an arbitrary $\bar{q} \in \mathcal{Q}_{0}$ let velocity $v^{*}=v^{*}(\bar{q})$ be the minimizer of $E[v, \bar{q}]$ provided by Proposition 2.2. Then the function d defined in (2.4) is such that

$$
d\left(I, I^{\prime}\right)^{2} \triangleq \inf _{(v, \bar{q}) \in L^{2}([0,1], V) \times \mathcal{Q}_{0}} E[v, \bar{q}]=\inf _{\bar{q} \in \mathcal{Q}_{0}} E\left[v^{*}(\bar{q}), \bar{q}\right] .
$$

If there exists a unique $q^{*} \in \mathcal{Q}_{0}$ such that $q^{*}=\arg \min _{\bar{q} \in \mathcal{Q}_{0}} E\left[v^{*}(\bar{q}), \bar{q}\right]$ then

$$
\arg \min _{(v, \bar{q}) \in L^{2}([0,1], V) \times \mathcal{Q}_{0}} E[v, \bar{q}]=\left(v^{*}\left(q^{*}\right), q^{*}\right),
$$

where $v^{*}\left(q^{*}\right)$ is the minimizer with respect to $v$ of energy $E\left[v, q^{*}\right]$, again provided by Proposition 2.2; under these conditions, $d\left(I, I^{\prime}\right)=\sqrt{E\left[v^{*}\left(q^{*}\right), q^{*}\right]}$.

Proof. First note that the square root and the "inf" can be exchanged since the square root is a monotone increasing function. The first part of the corollary follows directly from Lemma 2.5. If $q^{*}=\arg \min _{\bar{q} \in \mathcal{Q}_{0}} E[v(\bar{q}), \bar{q}]$ is well defined then $\inf _{\bar{q} \in \mathcal{Q}_{0}} E\left[v^{*}(\bar{q}), \bar{q}\right]=E\left[v^{*}\left(q^{*}\right), q^{*}\right]$, so that

$$
\left(v^{*}\left(q^{*}\right), q^{*}\right)=\arg \inf _{(v, \bar{q}) \in L^{2}([0,1], V) \times \mathcal{Q}_{0}} E[v, \bar{q}]
$$

and $d\left(I, I^{\prime}\right)=\sqrt{E\left[v^{*}\left(q^{*}\right), q^{*}\right]}$. Note that the above infimum is actually achieved by a pair in $L^{2}([0,1], V) \times \mathcal{Q}_{0}$, and therefore is a minimum.

Inserting $v^{*}(\bar{q})$ into $E[v, \bar{q}]$ yields a new energy expression that only depends on $\bar{q}$, which we shall indicate with $\widetilde{E}[\bar{q}]$. In fact, given the arbitrariness of the choice of trajectory $\bar{q}$ from now on we will drop the bar above symbol $q$ so that we can write:

$$
\widetilde{E}[q] \triangleq E\left[v^{*}(q), q\right], \quad q \in \mathcal{Q}
$$

where $v^{*}(q)$ is the minimizer of $E[v, q]$ with respect to $v$, given by Proposition 2.2. By the above corollary, $d\left(I, I^{\prime}\right)=\inf _{q \in \mathcal{Q}_{0}} \sqrt{\widetilde{E}[q]}$. We are not ready to prove the main result of this chapter; a discussion will follow.

Theorem 2.7. For an arbitrary landmark trajectory $q \in \mathcal{Q}$ it turns out that $\widetilde{E}[q]$ has the form:

$$
\begin{equation*}
\widetilde{E}[q]=\int_{0}^{1} \dot{q}(t)^{T} g(q(t)) \dot{q}(t) d t \tag{2.12}
\end{equation*}
$$

where $\dot{q}$ is the derivative of the $D N \times 1$ column vector $q$ defined by (2.6) and $g$ is the $D N \times D N$ matrix defined by (2.11).

Proof. Let $q \in \mathcal{Q}$ be an arbitrary set of landmark trajectories, and $v^{*}(q)$ be the minimizer with respect to $v$ of $E[v, q]$, provided by Proposition 2.2. Applying Lemmas 2.3 and 2.4 to formula (2.9) rather than to formula (2.5) allows one to write:

$$
\begin{aligned}
\widetilde{E} & {[q]=E\left[v^{*}(q), q\right] } \\
& =\int_{0}^{1} \int_{\mathbb{R}^{D}}\left\langle L v_{t}^{*}(x), v_{t}^{*}(x)\right\rangle_{\mathbb{R}^{D}} d x d t+\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\|\frac{d q^{i}}{d t}(t)-v_{t}^{*}\left(q^{i}(t)\right)\right\|_{\mathbb{R}^{D}}^{2} d t \\
& =\int_{0}^{1} \sum_{k=1}^{D} p_{(k)}^{T} S(q) p_{(k)} d t+\lambda \int_{0}^{1} \sum_{k=1}^{D}\left(S(q) p_{(k)}-\dot{q}^{(k)}\right)^{T}\left(S(q) p_{(k)}-\dot{q}^{(k)}\right) d t \\
& =\int_{0}^{1} \sum_{k=1}^{D}\left\{p_{(k)}^{T} S(q) p_{(k)}+\lambda\left(S(q) p_{(k)}-\dot{q}^{(k)}\right)^{T}\left(S(q) p_{(k)}-\dot{q}^{(k)}\right)\right\} d t .
\end{aligned}
$$

Inserting the formula for the momenta $p_{(k)}=\left(S(q)+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)}$, provided by (2.10), into the above expression yields ${ }^{3}$

$$
\begin{aligned}
\widetilde{E}[q]= & \int_{0}^{1} \sum_{k=1}^{D}\left\{\left(\dot{q}^{(k)}\right)^{T}\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-T} S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)}\right. \\
& \left.+\lambda\left[S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)}-\dot{q}^{(k)}\right]^{T}\left[S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)}-\dot{q}^{(k)}\right]\right\} d t
\end{aligned}
$$

which we may rewrite as

$$
\begin{align*}
\widetilde{E}[q]= & \int_{0}^{1} \sum_{k=1}^{D}\left(\dot{q}^{(k)}\right)^{T}\left\{\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}\right. \\
& \left.+\lambda\left[S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}-\mathrm{id}\right]^{T}\left[S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}-\mathrm{id}\right]\right\}\left(\dot{q}^{(k)}\right) d t \tag{2.13}
\end{align*}
$$

It is the case that

$$
\left[\mathrm{id}-S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}\right] \cdot \lambda\left(S+\frac{\mathrm{id}}{\lambda}\right)=\left[\left(S+\frac{\mathrm{id}}{\lambda}\right)-S\right] \lambda=\mathrm{id}
$$

whence

$$
\mathrm{id}-S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}=\frac{1}{\lambda}\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}
$$

Inserting the above expression into (2.13) yields:

$$
\begin{aligned}
\widetilde{E}[q] & =\int_{0}^{1} \sum_{k=1}^{D}\left(\dot{q}^{(k)}\right)^{T}\left[\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} S\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}+\frac{1}{\lambda}\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}\right] \dot{q}^{(k)} d t \\
& =\int_{0}^{1} \sum_{k=1}^{D}\left(\dot{q}^{(k)}\right)^{T}\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1}\left[S+\frac{\mathrm{id}}{\lambda}\right]\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)} d t \\
& =\int_{0}^{1} \sum_{k=1}^{D}\left(\dot{q}^{(k)}\right)^{T}\left(S+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)} d t=\int_{0}^{1} \dot{q}^{T} g(q) \dot{q} d t
\end{aligned}
$$

which is precisely the statement of the theorem.

[^1]2.3. Discussion. First and foremost, since matrix $g: \mathbb{R}^{D N} \rightarrow \mathbb{R}^{D N \times D N}$ is positive definite for any landmark set we have that expression (2.12) provides a Riemannian energy function $[\mathbf{1 1}, \mathbf{2 3}, \mathbf{2 7}]$. Therefore the set of landmarks $\mathcal{I}$ is endowed with a Riemannian structure, where $g$ is the metric tensor, geodesic curves are the extrema of energy functional (2.12), and the geodesic distance between two shapes $I, I^{\prime} \in \mathcal{I}$ is given by $d\left(I, I^{\prime}\right)=\inf _{q \in \mathcal{Q}_{0}} \sqrt{\widetilde{E}[q]}$, where $\mathcal{Q}_{0}=\left\{q \in \mathcal{Q}: q(0)=I, q(1)=I^{\prime}\right\}$. Note that the (infinite-dimensional) diffeomorphism group $\mathcal{G}_{V}$ and its Lie algebra $V$ have formally "disappeared" from the energy, their information being incorporated into the metric tensor of the Riemannian shape manifold $\mathcal{I}$, of finite dimension $n=D N$; the metric tensor in fact depends on the kernel $G$ of space $V$, and on smoothing parameter $\lambda$. In following chapters we will investigate the geometry of the Riemannian structure of $\mathcal{I}$, namely its curvature.

Since metric tensor $g$ is block diagonal with $D$ blocks and the $D N \times 1$ vector $q$ can be partitioned in precisely the $D$ vectors of the components of the landmarks set, at a first look it may seem that the $D$ dimensions of $q$ could be treated in an independent manner from one another, i.e. that we could split enargy (2.12) into $D$ "uncoupled" integrals

$$
\tilde{E}[q]=\sum_{k=1}^{D} \int_{0}^{1}\left(\dot{q}^{(k)}\right)^{T}\left(S(q)+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)} d t
$$

and minimize them separately. In fact (while the above formula is correct) this is not the case since all the components appear in the argument of matrix $S(q)=$ $\left[G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right]_{1 \leq i, j \leq N}$.

We should note that for small values of parameter $\lambda$ the metric tensor $g$ gets close (up to a multiplicative constant) to the $D N \times D N$ identity matrix, i.e. the diagonal elements become far larger than the off-diagonal elements, and they are all approximately given by $1 / \lambda$. This means that the metric converges to the Euclidean metric in $\mathbb{R}^{D N}$ for $\lambda \rightarrow 0$ and the geodesic curves converge to straight lines, as we anticipated at the end of section 1 of this chapter.

It is well known from the theory of Riemannian manifolds that energies of the type (2.12) may not have a unique minimizer. However, if such length-minimizing geodesic path $q^{*}$ exists and is numerically computable, by Corollary 2.6 one can also compute the "other half" of the minimizer of energy (2.3), i.e. the velocity field $v^{*}$ such that $\left(v^{*}, q^{*}\right)=\arg \min _{v, q} E[v, q]$ by applying formula (2.9) of Proposition 2.2 to trajectory $q^{*}$. Consequently, one can also (numerically) compute the corresponding diffeomorphism $\varphi^{v^{*}}$ by implementing the system of ordinary differential equations (2.2).

Last, but not least we should remark that the Lagrangian function that corresponds to energy (2.12) is:

$$
\begin{equation*}
\mathcal{L}(q, \dot{q})=\frac{1}{2} \dot{q}^{T} S(q) \dot{q}=\frac{1}{2} \sum_{\ell=1}^{D}\left(\dot{q}^{(\ell)}\right)^{T}\left(S(q)+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(\ell)} ; \tag{2.14}
\end{equation*}
$$

it is easy to see that the momenta, which we defined as the coefficients of the velocity field of the form (2.5) that minimizes energy $E[v, q]$ with respect to $v$, actually coincide with the momenta of landmark points in the sense of classical mechanics [2]. In fact in the Hamiltonian formalism the momenta are defined as $p_{i, k}=\frac{\partial \mathcal{L}}{\partial q^{i, k}}(q, \dot{q}), i=1, \ldots, N$, $k=1, \ldots, D$; that is, in vector notation, $p_{(k)}=\frac{\partial \mathcal{L}}{\partial q^{(k)}}, k=1, \ldots, D$. Applying such definition to (2.14) yields

$$
p_{(k)}=\left(S(q)+\frac{\mathrm{id}}{\lambda}\right)^{-1} \dot{q}^{(k)}, \quad k=1, \ldots, D
$$

which coincide with equations (2.10) of Proposition 2.2. Whence the use of the term momenta is justified. Chapter 3 is dedicated to momenta for landmarks, Hamilton's equations (cogeodesic flow), and conservation laws.

## 3. Numerical Examples

In this section we briefly illustrate the qualitative behavior of geodesics connecting pairs of landmark shapes $I=\left(x^{1}, \ldots, x^{N}\right)$ and $I^{\prime}=\left(y^{1}, \ldots, y^{N}\right)$ on the plane $(D=2)$. In the figures that follow black dots and circles are, respectively, the initial and final


Figure 2.1. Geodesic curve for landmarks traveling in opposite directions; black dots and circles represent initial and final positions, respectively. The corresponding diffeomorphism $\varphi_{01}^{v}$ is also shown.
landmark sets $I$ and $I^{\prime}$; the curves represent, in principle ${ }^{4}$, the length minimizing ( 2 N -dimensional) geodesic between the initial and final configurations. In each of the figures that follow the diffeomorphism $\varphi_{01}^{v}$ (induced by the velocity (2.9) that corresponds to the depicted landmark trajectories) is also shown. In all the examples smoothing parameter $\lambda$ is set to a high (but finite) value.

Figure 2.1 shows a case with $N=2$ where one landmark must travel from the left to the right and the other must do the opposite. The qualitative behavior of the geodesic $q(t)=\left(q^{1}(t), q^{2}(t)\right), t \in[0,1]$ is such that the two arcs "repel" each other: in fact if the two landmarks traveled too close to each other the vertical derivative of the horizontal component of the velocity field $v_{t}(x)$ would be large in a neighborhood

[^2]

Figure 2.2. Geodesic curve for landmarks traveling in the same direction; black dots and circles represent initial and final positions, respectively. The corresponding diffeomorphism $\varphi_{01}^{v}$ is also shown.
of the origin $x=(0,0)$ and time $t=\frac{1}{2}$, thus giving a strong contribution to the second term $\int_{0}^{1} \int_{\mathbb{R}^{2}} \sum_{\ell=1}^{2}\left\|\nabla v_{t}^{\ell}(x)\right\|_{\mathbb{R}^{2}}^{2} d x d t$ of the Sobolev norm ${ }^{5}$ of the velocity.

On the other hand, the opposite happens when the two landmarks must travel in the same direction, as shown in Figure 2.2: the two arcs of the geodesic "attract" each other. The two landmarks tend to "carpool", i.e. to use a velocity field with the smallest possible support in order to minimize the first term $\int_{0}^{1} \int_{\mathbb{R}^{2}} \sum_{\ell=1}^{2}\left|v_{t}^{\ell}(x)\right|^{2} d x d t$ of the Sobolev norm of the velocity field.

Finally, Figure 2.3 depicts a somewhat more complex situation where four corners of a square are moved (in this case, $N=4$ ). We shall limit ourselves to note that the shape of the four arcs of the (8-dimensional) geodesic curve are mostly determined by the fact that the bottom-right landmark must take the longest journey in a unit of time, whence traveling the fastest and causing the top-right and bottom-left landmarks to initially "pull away" from it. This sudden evasive maneuver causes the

[^3]

Figure 2.3. Deformation of a square; black dots and circles represent initial and final positions, respectively. The corresponding diffeomorphism $\varphi_{01}^{v}$ is also shown.
remaining (top-left) landmark to initially travel towards the center of the square, but eventually turning back so to be able to reach its designed destination.

## 4. More on Kernels

The Green's function of differential operator $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$ in $\mathbb{R}^{D}$ has the form $G(x, y)=\gamma\left(\|x-y\|_{\mathbb{R}^{D}}\right)$, with $\gamma:(0, \infty) \rightarrow \mathbb{R}$ given by the bell-shaped function [20]:

$$
\begin{equation*}
\gamma(\varrho)=\frac{2 \pi^{k}}{(k-1)!(2 \pi a)^{k+\frac{D}{2}}} \varrho^{k-\frac{D}{2}} K_{k-\frac{D}{2}}\left(\frac{\varrho}{a}\right), \tag{2.15}
\end{equation*}
$$

where $K_{\nu}$ is a modified Bessel function [1, Ch. 9]; $\gamma$ can be extended to 0 by continuity. Such functions are referred to as Bessel kernels or Sobolev kernels (since they are the inverse of the differential operators that define the Sobolev norms). One can prove (see Appendix B) that (2.15) is a solution to the ordinary differential equation

$$
\begin{equation*}
\gamma^{\prime \prime}=\frac{2 \nu-1}{\varrho} \gamma^{\prime}+\frac{1}{a^{2}} \gamma, \tag{2.16}
\end{equation*}
$$

where $\nu=k-\frac{D}{2}$, with the appropriate choice of boundary conditions that can be directly derived from (2.15); Propositions B. 4 and B. 5 describe the behavior of $\gamma(\varrho)$ in a neighborhood of zero.

We should however note that the whole theory we have presented so far would still hold if, instead of starting from an admissible Hilbert space $V$ of the Sobolev kind and then building its kernel $G$ (as the Green's function of the differential operator $L$ that defines the norm on $V$ ), we started from a generic continuous, positive definite scalar kernel $G \in L^{2}\left(\mathbb{R}^{D} \times \mathbb{R}^{D}, \mathbb{R}\right)$; the Mercer-Hilbert-Schmidt theorem $[40,45,47]$ would then allow us to reconstruct the Hilbert space $V$ (which, in general, will not be of the Sobolev kind) that has $G$ as its reproducing kernel, i.e. such that $\langle G(\cdot, x) \alpha, v\rangle_{V}=$ $\langle\alpha, v(x)\rangle_{\mathbb{R}^{D}}$ for any point $x \in \mathbb{R}^{D}$, vector $\alpha \in \mathbb{R}^{D}$, and function $v \in V$ (as it is the case for kernels for Sobolev-type admissible Hilbert spaces, see Corollary A.4). The energy to be minimized with respect to $v \in L^{2}([0,1], V)$ and $q \in \mathcal{Q}$ (with the appropriate boundary conditions) would the general form:

$$
E[v, q] \triangleq \int_{0}^{1}\left\|v_{t}\right\|_{V}^{2} d t+\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\|\frac{d q^{i}}{d t}(t)-v_{t}\left(q^{i}(t)\right)\right\|_{\mathbb{R}^{D}}^{2} d t
$$

which of course coincides with (2.3) when the norm on space $V$ is of the Sobolev type (2.1). Proposition 2.2 and Theorem 2.7 would still hold. The discussion on how to construct an admissible space from a kernel goes well beyond the scope of this introductory chapter, and the reader is referred to [47] for further details. However, in the future we will use functions $\gamma$ not given by (2.15) but that are of a form which is easier to manipulate both analytically and numerically, such as Gaussians

$$
\begin{equation*}
\gamma(\varrho)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{\varrho^{2}}{2 \sigma^{2}}\right\}, \tag{2.17}
\end{equation*}
$$

or heavy-tailed Cauchy-type functions

$$
\begin{equation*}
\gamma(\varrho)=\frac{1}{1+a^{2} \varrho^{2}} . \tag{2.18}
\end{equation*}
$$

We will see in Chapter 5 that the Riemannian curvature tensor and sectional curvature for the landmarks manifold can be expresses in terms of function $\gamma$ and its first and second derivatives $\gamma^{\prime}$ and $\gamma^{\prime \prime}$; therefore, for a specific choice of the kernel,
from a computational point of view it is convenient to know how $\gamma$ and its derivatives are related to each other. In the case of kernels of the Sobolev form, i.e. deriving from an admissible Hilbert space with norm (2.1), such relationship is precisely provided by (2.16); in the case of Gaussian type kernels (2.17) the first and second derivatives are related to $\gamma$ simply by

$$
\begin{equation*}
\gamma^{\prime}(\varrho)=-\frac{\varrho}{\sigma^{2}} \gamma(\varrho) \quad \text { and } \quad \gamma^{\prime \prime}(\varrho)=\frac{1}{\sigma^{2}}\left(\frac{\varrho}{\sigma^{2}}-1\right) \gamma(\varrho), \tag{2.19}
\end{equation*}
$$

respectively; on the other hand, in the case of Cauchy kernels (2.18) it is easy to get equations

$$
\begin{equation*}
\gamma^{\prime}(\varrho)=-2 a^{2} \varrho \gamma^{2}(\varrho) \quad \text { and } \quad \gamma^{\prime \prime}(\varrho)=8 a^{4} \varrho^{2} \gamma^{3}(\varrho)-2 a^{2} \gamma^{2}(\varrho) . \tag{2.20}
\end{equation*}
$$

We will use these relationships later on in Chapter 5.

## 5. Further Generalizations

In this final section we shall briefly illustrate how the theory of landmark manifolds that we have presented so far may be thought of as a particular case of a more general approach to shape analysis, based on Lie groups of diffeomorphisms acting on shape manifolds. Such general approach is presented in $[\mathbf{3 6}, \mathbf{4 7}]$ and here we shall limit ourselves to summarizing it, noting that it is applicable to landmarks, images, planar curves, surfaces, and currents [17].
5.1. Extensions to generic Shapes. Given a manifold $\mathcal{I}$ of "objects" (e.g. landmark configurations, images, curves, etc.) consider a Lie group $\mathcal{G}$ that acts on $\mathcal{I}$, i.e. a $\operatorname{map} \mathcal{G} \times \mathcal{I} \rightarrow \mathcal{I}:(g, I) \mapsto g \cdot I$. The group also acts on $\mathcal{A}=\mathcal{G} \times \mathcal{I}$ by the operation $\mathcal{G} \times \mathcal{A} \rightarrow \mathcal{A}:(g,(h, I)) \mapsto(g h, g \cdot I)$. Assuming we are given a left-invariant distance $D(\cdot, \cdot)$ on $\mathcal{A}$ (i.e. $D\left(g \cdot a, g \cdot a^{\prime}\right)=D\left(a, a^{\prime}\right)$, for all $a, a^{\prime} \in \mathcal{A}$ and $\left.g \in \mathcal{G}\right)$ this induces a (pseudo-)distance on $\mathcal{I}$ by defining: $d\left(I, I^{\prime}\right)=\inf \left\{D\left((g, I),\left(g, I^{\prime}\right)\right): g, g^{\prime} \in \mathcal{G}\right\}$.

This simple idea can be applied to groups $\mathcal{G}$ of diffeomorphisms $\mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ (with group operation $\varphi \psi=\psi \circ \phi$ ) acting on shape manifolds $\mathcal{I}$, such as sets of $D$-dimensional landmarks or images (described as scalar functions $I: \mathbb{R}^{D} \rightarrow \mathbb{R}$, with $D=2$ ). In fact we can construct a left-invariant metric $\langle\cdot, \cdot\rangle_{(g, I)}$ on $\mathcal{A}=\mathcal{G} \times \mathcal{I}$, that
keeps into account both the magnitude of the diffeomorphism generated by vector fields on $\mathcal{G}$ and variations in the structure of objects in $\mathcal{I}$. There are several advantages in designing a left-invariant metric on $\mathcal{G} \times \mathcal{A}$ (and not just on $\mathcal{G}$ ): for example, the resulting distance $d$ on $\mathcal{I}$ is tolerant to small group actions, so that object variations due to "noise" are neglected; also, we shall see later that in the case of image matching the approach allows to variations in the image values themselves, and not just in the geometry via a diffeomorphism of the domain. We should also note that, from a purely mathematical point of view, left-invariance is a conditio sine qua non for $d$ to be a distance on $\mathcal{I}$.

The energy of a smooth path $a:[0,1] \mapsto \mathcal{A}: t \mapsto a_{t}=\left(g_{t}, I_{t}\right)$, is

$$
E[a]=\int_{0}^{1}\left\|\frac{d a_{t}}{d t}\right\|_{a_{t}}^{2} d t=\int_{0}^{1}\left\|\left(\frac{d g_{t}}{d t}, \frac{d I_{t}}{d t}\right)\right\|_{\left(g_{t}, I_{t}\right)}^{2} d t ;
$$

it turns out that since the metric $\langle\cdot, \cdot\rangle_{(g, I)}$ was constructed to be left-invariant, the geodesic distance on $\mathcal{A}: D\left(b, b^{\prime}\right)=\left\{\sqrt{E[a]}: a(0)=b, a(1)=b^{\prime}\right\}$ is left-invariant with respect to $\mathcal{G}$ actions. By the simple construction above, we have that $d\left(I, I^{\prime}\right)=$ $\inf \left\{D\left((g, I),\left(g, I^{\prime}\right)\right): g, g^{\prime} \in \mathcal{G}\right\}$ is in fact a distance on $\mathcal{I}$. Using the left-invariance of the metric it is often convenient to rewrite the above energy as follows:

$$
\begin{align*}
E[a] & =\int_{0}^{1}\left\|\left(L_{g_{t}^{-1}}\right)_{*}\left(\frac{d g_{t}}{d t}, \frac{d I_{t}}{d t}\right)\right\|_{\left(g_{t}^{-1} g_{t}, L_{g_{t}^{-1}\left(I_{t}\right)}\right)}^{2} d t \\
& =\int_{0}^{1}\left\|\left(\frac{d g_{t}}{d t} \circ g_{t}^{-1},\left(L_{g_{t}^{-1}}\right)_{*} \frac{d I_{t}}{d t}\right)\right\|_{\left(e, g_{t}^{-1} \cdot I_{t}\right)}^{2} d t \\
& =\int_{0}^{1}\left\|\left(v_{t},\left.\frac{d}{d t}\left(g_{s}^{-1} \cdot I_{t}\right)\right|_{s=t}\right)\right\|_{\left(e, J_{t}\right)}^{2} d t=: E[v, J], \tag{2.21}
\end{align*}
$$

where we have set $v_{t}:=\frac{d g_{t}}{d t} \circ g_{t}^{-1} \in T_{e} \mathcal{G}$ and $J_{t}:=g_{t}^{-1} \cdot I_{t} \in \mathcal{I}$ (we have indicated with $L_{\varphi}$ both the left action on $\mathcal{G} \times \mathcal{I}$ and on $\mathcal{I}$, and with $\left(L_{\varphi}\right)_{*}$ the corresponding pushforward map [28] on the corresponding tangent spaces). It turns out that the pair of functions $\left(g_{t}, I_{t}\right)$ is uniquely determined by $\left(v_{t}, J_{t}\right)$, whence with an abuse of notation we can indicate the above energy as $E[v, J]$. The induced distance on $\mathcal{I}$ is $d\left(I, I^{\prime}\right)=\inf \left\{\sqrt{E[v, J]}: v_{t} \in T_{e} \mathcal{G}, J_{0}=I, J_{1}=I^{\prime}\right\}$. We will now illustrate how this general approach applies to the manifold of images and the manifold of landmarks.
5.2. Examples. Depending on how the object space $\mathcal{I}$ is defined, on how the diffeomorphism group $\mathcal{G}$ acts on it and on how the left-invariant metric on $\mathcal{A}=\mathcal{G} \times \mathcal{I}$ is constructed, the energy (to be minimized) takes different forms. For example, first assume that manifold $\mathcal{I}$ is the set of scalar images $I:[0,1]^{2} \rightarrow \mathbb{R}$, that $\mathcal{G}$ is a group of diffeomorphisms on $[0,1]^{2}$ (that leave the boundary unchanged), and that the group action is given by composition: $g \cdot I=I \circ g$. Let $V$ be the Lie algebra $T_{e} \mathcal{G}$ of Lie group $\mathcal{G}$; we will assume that $V$ is an admissible Hilbert space (which is obviously also a constraint on the group of diffeomorphisms $\mathcal{G}$ that $V$ generates). If the left-invariant metric is such that

$$
\begin{equation*}
\|(v, \xi)\|_{(e, I)}^{2}=\|v\|_{V}^{2}+\lambda \int_{[0,1]^{2}}|\xi|^{2} d x \tag{2.22}
\end{equation*}
$$

for all $I \in \mathcal{I}, v \in V=T_{e} \mathcal{G} \subset C^{\infty}\left(\mathbb{R}^{2}, \mathbb{R}^{2}\right)$, and $\xi \in T_{I} \mathcal{I}$, then energy (2.21) takes the form

$$
E[v, J]=\int_{0}^{1}\left\|v_{t}\right\|_{V}^{2} d t+\lambda \int_{0}^{1} \int_{[0,1]^{2}}\left|\frac{\partial J_{t}}{\partial t}+\left\langle\nabla_{x} J, v_{t}\right\rangle\right|^{2} d x d t
$$

which in the case of a Sobolev-type admissible Hilbert space $V$ looks like:

$$
E[v, J]=\int_{0}^{1} \int_{[0,1]^{2}}\left\langle L v_{t}(x), v_{t}(x)\right\rangle_{\mathbb{R}^{2}} d x d t+\lambda \int_{0}^{1} \int_{[0,1]^{2}}\left|\frac{\partial J_{t}}{\partial t}+\left\langle\nabla_{x} J, v_{t}\right\rangle\right|^{2} d x d t
$$

Note that the integrand in the second term on the right-hand side is the well-known optical flow constraint equation [19], or transport equation for $J$, so that the first integral penalizes large variations due to the diffeomorphism of the domain, while the second one penalizes violations of the optical flow constraint equation, i.e. variations of pixel intensity along the flow. This also allows for matching two images with different luminance values. The induced distance on $\mathcal{I}$ between two images $I$ and $I^{\prime}$ is given by $d\left(I, I^{\prime}\right)=\inf \left\{\sqrt{E[v, J]}: v_{t} \in T_{e} \mathcal{G}, J_{0}=I, J_{1}=I^{\prime}\right\}$.

Assume now that $\mathcal{I}$ is the space of landmark points, that is, the generic element is given by $I=\left(x_{1}, x_{2}, \ldots, x_{N}\right), x_{i} \in \mathbb{R}^{D}$, with $x_{i} \neq x_{j}$ for $i \neq j$. If $\mathcal{G}$ is a group of diffeomorphisms $\mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ that leave the point at infinity unchanged, the group action is $g \cdot I=g^{-1}(I)=\left(g^{-1}\left(x_{1}\right), \ldots, g^{-1}\left(x_{N}\right)\right)$ and the left-invariant metric is such
that

$$
\|(v, \xi)\|_{(e, I)}^{2}=\|v\|_{V}^{2}+\lambda \sum_{i=1}^{N}\left\|x_{i}\right\|_{\mathbb{R}^{D}}^{2}
$$

for all $I \in \mathcal{I}, v \in V=T_{e} \mathcal{G} \subset C^{\infty}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$, and $\xi \in T_{I} \mathcal{I}=\mathbb{R}^{D N}$, then energy (2.21) takes the form

$$
E[v, q]=\int_{0}^{1} \int_{\mathbb{R}^{D}}\left\langle L v_{t}(x), v_{t}(x)\right\rangle_{\mathbb{R}^{D}} d x d t+\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\|\frac{d q_{i}}{d t}(t)-v_{t}\left(q_{i}(t)\right)\right\|_{\mathbb{R}^{d}}^{2} d t
$$

where we have assumed that the admissible Hilbert space is of the Sobolev type; in the above equation we have indicated with $q(t)=\left(q_{1}(t), \ldots, q_{N}(t)\right)$ the set $J_{t}=$ $g_{t}^{-1} \cdot I_{t}=\left(g_{t}\left(x_{1}(t)\right), \ldots, g_{t}\left(x_{N}(t)\right)\right)$. Once again, the induced distance on $\mathcal{I}$ is given by $d\left(I, I^{\prime}\right)=\inf \left\{\sqrt{E[v, q]}: v_{t} \in T_{e} \mathcal{G}, q(0)=I, q(1)=I^{\prime}\right\}$. Incidentally, note that the above energy coincides with (2.3) and the induced distance $d\left(I, I^{\prime}\right)$ coincides with (2.4); that is, this was precisely our starting point at the beginning of this chapter.

## CHAPTER 3

## Momenta and Conservation Laws

In this chapter we will explore the structure of Hamilton's equations for the Riemannian manifold of landmarks and discuss the corresponding conserved quantities.

## 1. Hamilton's equations

1.1. Generalities. It is well known from the theories of classical mechanics and variational calculus $[\mathbf{2}, \mathbf{4}, \mathbf{3 7}]$ that for a system with $n$ degrees of freedom the $n$ second order Euler-Lagrange equations for an energy of the type

$$
F[q]=\int_{0}^{1} \mathcal{L}(q, \dot{q}) d t
$$

namely

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{q}_{i}}-\frac{\partial \mathcal{L}}{\partial q_{i}}=0 \quad i=1, \ldots, n, \tag{3.1}
\end{equation*}
$$

are equivalent to $2 n$ first order differential equations, known as Hamilton's equations, where the variables are positions $q=\left(q^{1}, \ldots, q^{n}\right) \in \mathbb{R}^{n}$ and momenta $p=$ $\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}$. The momenta are in fact defined as the variables

$$
p_{i}=\frac{\partial \mathcal{L}}{\partial \dot{q}^{i}}(q, \dot{q}), \quad i=1, \ldots, n ;
$$

if the determinant of matrix $\left[\frac{\partial \mathcal{L}}{\partial \dot{q}^{i} \partial \dot{q}^{j}}\right]_{i, j=1}^{n}$ is nonzero then the above system of equations is (locally) invertible and we can write $\dot{q}_{i}=\dot{q}_{i}(p, q), i=1, \ldots, n$, or just $\dot{q}=\dot{q}(p, q)$ in a more compact notation. The Hamiltonian is the scalar function

$$
\mathcal{H}(p, q) \triangleq\left[\sum_{i=1}^{n} p_{i} \dot{q}_{i}-\mathcal{L}(q, \dot{q})\right]_{\dot{q}=\dot{q}(p, q)} ;
$$

as anticipated above, the Euler-Lagrange equations (3.1) turn out to be are equivalent to Hamilton's Equations:

$$
\begin{aligned}
\dot{q}^{i} & =\frac{\partial \mathcal{H}}{\partial p_{i}}(p, q), \\
\dot{p}_{i} & =-\frac{\partial \mathcal{H}}{\partial q^{i}}(p, q) .
\end{aligned}
$$

The flow determined by Hamilton's equations is known as the cogeodesic flow [23]. The Hamiltonian function is always an integral of motion, i.e. it is conserved along the cogeodesic flow, since

$$
\frac{d}{d t} \mathcal{H}(p, q)=\sum_{i=1}^{n}\left\{\frac{\partial \mathcal{H}}{\partial p_{i}} \dot{p}_{i}+\frac{\partial \mathcal{H}}{\partial q^{i}} \dot{i}^{i}\right\}=\sum_{i=1}^{n}\left\{-\frac{\partial \mathcal{H}}{\partial p_{i}} \frac{\partial \mathcal{H}}{\partial q^{i}}+\frac{\partial \mathcal{H}}{\partial q^{i}} \frac{\partial \mathcal{H}}{\partial p_{i}}\right\} \equiv 0 .
$$

This approach is very convenient when the variables live on a Riemannian manifold $\mathcal{M}$ with metric tensor $g(\cdot)$, since in this case the Lagrangian and Hamiltonian functions have a particularly simple form. In fact the Lagrangian is given by:

$$
\mathcal{L}(q, \dot{q})=\frac{1}{2} \dot{q}^{T} g(q) \dot{q}=\frac{1}{2} \sum_{i, j=1}^{N} g_{i j}(q) \dot{q}_{i} \dot{q}_{j} ;
$$

momenta are scalar variables

$$
\begin{equation*}
p_{i}=\frac{\partial \mathcal{L}}{\partial \dot{q}^{i}}=\sum_{i=1}^{n} g_{i j}(q) \dot{q}^{j}, \quad i=1, \ldots, n, \quad \text { i.e. } \quad p=g(q) \dot{q} \quad \text { in vector form }, \tag{3.2}
\end{equation*}
$$ and the Hamiltonian function is

$$
\begin{equation*}
\mathcal{H}(p, q)=\frac{1}{2} p^{T} g(q)^{-1} p=\frac{1}{2} \sum_{i, j=1}^{N} g^{i j}(q) p_{i} p_{j} \tag{3.3}
\end{equation*}
$$

where we have indicated with $g^{i j}, i, j=1, \ldots, n$ the elements of the inverse of the metric tensor, $g(q)^{-1}$, also known as the cometric tensor; in other words, it is such that $\sum_{j=1}^{n} g^{i j}(q) g_{j k}(q)=\delta_{k}^{i}$ (Krnonecker's symbol). Hamilton's equations are

$$
\begin{align*}
\dot{q}^{i} & =\frac{\partial \mathcal{H}}{\partial p_{i}}=\sum_{j=1}^{n} g^{i j}(q) p_{j}  \tag{3.4}\\
\dot{p}_{i} & =-\frac{\partial \mathcal{H}}{\partial q^{i}}=\frac{1}{2} \sum_{j, k=1}^{n} \frac{\partial g^{j k}}{\partial q^{i}}(q) p_{j} p_{k} \tag{3.5}
\end{align*}
$$

for $i=1, \ldots, n$. Note that equation (3.5) is in fact equivalent to definition (3.2). The geodesic flow on the tangent bundle $T \mathcal{M}$ is obtained from the cogeodesic flow by the first of Hamilton's equations. Being the Hamiltonian an integral of motion the cogeodesic flow maps the set $E_{c} \triangleq\left\{(q, p) \in T^{*} \mathcal{M}: H(p, q)=c\right\}$ onto itself for $c \geq 0$, so that the cotangent bundle $T^{*} \mathcal{M}$ is partitioned into the level sets $E_{c}, c \geq 0$. In the following we will compute Hamilton's equations in the case of the Riemannian manifold of landmarks and explore the corresponding conservation laws.
1.2. The landmarks manifold case. The metric tensor (2.11) of the Riemannian manifold of landmarks is, in fact, the inverse of a matrix (whose non-zero elements are given by the Green's function of a differential operator) which makes the Hamiltonian approach especially convenient since the Hamiltonian function itself (3.3) is expressed in terms of the cometric tensor. A slight complication comes from to the fact that the variables $q^{i, k}$ introduced in Chapter 2 have in fact two indices, $i=1, \ldots, N$ and $k=1, \ldots, D$, the former indicating the landmark label while the latter refers to the dimensional component of the single landmark; the dimension of the Riemannian manifold $\mathcal{I}$ is $n=D N$.

Equation (2.10) of Chapter 2 can be rewritten as

$$
\dot{q}^{(k)}(t)=\left(S(q(t))+\frac{\mathrm{id}}{\lambda}\right) p_{(k)}(t), \quad k=1, \ldots, D
$$

so that (omitting the time argument) the single components are

$$
\begin{equation*}
\dot{q}^{i, k}=\sum_{j=1}^{N}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right) p_{j, k}, \quad i=1, \ldots, N, \quad k=1, \ldots, D \tag{3.6}
\end{equation*}
$$

they can also be expressed in the convenient compact form

$$
\begin{equation*}
\dot{q}^{i}=\sum_{j=1}^{N}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right) p_{j}, \quad i=1, \ldots, N, \tag{3.7}
\end{equation*}
$$

where both the left-hand and the right-hand sides are $1 \times D$ row vectors. Before proceeding to the derivation of the second set of equations (3.5) we will introduce some useful notation.

Given the block-diagonal nature of the $D N \times D N$ metric tensor $g$, defined in (2.11), it is convenient to write its generic element as $g_{i a j b}$, with $i, j=1, \ldots, N$ and $a, b=$ $1, \ldots, D$, where:

$$
\begin{array}{ll}
i=\text { row index within a } N \times N \text { block; } & a=\text { index of row block; } \\
j=\text { column index within a } N \times N \text { block; } & b=\text { index of column block. }
\end{array}
$$

For example, with the above convention in the simple case $N=3, D=2$ the elements of a tensor $q$ would be ordered as follows:

$$
g=\left[\begin{array}{lll|lll}
g_{1111} & g_{1121} & g_{1131} & g_{1112} & g_{1122} & g_{1132}  \tag{3.8}\\
g_{2111} & g_{2121} & g_{2131} & g_{2112} & g_{2122} & g_{2132} \\
g_{3111} & g_{3121} & g_{3131} & g_{3112} & g_{3122} & g_{3132} \\
\hline g_{1211} & g_{1221} & g_{1231} & g_{1212} & g_{1222} & g_{1232} \\
g_{2211} & g_{2221} & g_{2231} & g_{2212} & g_{2222} & g_{2232} \\
g_{3211} & g_{3221} & g_{3231} & g_{3212} & g_{3222} & g_{3232}
\end{array}\right]
$$

In general, by Theorem 2.7 the metric tensor for the landmarks manifold is

$$
g(q)=\operatorname{diag}\{\underbrace{R(q), \ldots, R(q)}_{D \text { times }}\}
$$

where $R(q)$ is the $N \times N$ matrix $\left(S(q)+\frac{\mathrm{id}}{\lambda}\right)^{-1}$ (so that in the above example only the two $3 \times 3$ diagonal blocks of matrix (3.8) would be non-zero). Therefore, if we indicate the generic element of $R(q)$ with with $R_{i j}(q), i, j=1, \ldots N$, we have that the elements of metric tensor $g$ can be expressed as

$$
g_{i a j b}(q)=R_{i j}(q) \delta_{a b}, \quad i, j=1, \ldots, N, \quad a, b=1, \ldots, D
$$

where $\delta_{a b}$ is Kronecker's delta. We can employ analogous notational conventions for the inverse of the metric tensor, namely the elements of $g(q)^{-1}$ can be written as

$$
g^{i a j b}(q)=R^{i j}(q) \delta^{a b}, \quad i, j=1, \ldots, N, \quad a, b=1, \ldots, D,
$$

where $R^{i j}(q)$ is the generic element of the inverse of $R(q)$. Since $R(q)^{-1}=S(q)+\frac{\mathrm{id}}{\lambda}$ we have that $R^{i j}(q)=G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}$, so that the cometric tensor becomes:

$$
g^{i a j b}(q)=\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right) \delta^{a b}, \quad i, j=1, \ldots, N, \quad a, b=1, \ldots, D .
$$

With this notation we may rewrite the first set of differential equations (3.6) as

$$
\dot{q}^{i, a}=\sum_{j=1}^{N} \sum_{b=1}^{D} g^{i a j b}(q) p_{j, b}, \quad i=1, \ldots, N, \quad a=1, \ldots, D,
$$

which are formally consistent with (3.4), so that (3.6) are precisely the first set of Hamilton's equations, with $n=D N$.

The notation introduced above will be especially useful in the computation of curvature for landmarks manifolds, which will be done in Chapter 5. In any case we have that the Hamiltonian function of the system can be expressed as:

$$
\begin{aligned}
& \mathcal{H}(p, q)=\frac{1}{2} p^{T} g(q)^{-1} p=\frac{1}{2} \sum_{i, j=1}^{N} \sum_{a, b=1}^{D} g^{i a j b}(q) p_{i, a} p_{j, b} \\
& \quad=\frac{1}{2} \sum_{i, j=1}^{N} \sum_{a, b=1}^{D}\left(G\left(q^{i}, q^{j}\right)+\frac{\text { id }}{\lambda}\right) \delta^{a b} p_{i, a} p_{j, b}=\frac{1}{2} \sum_{i, j=1}^{N} \sum_{a=1}^{D}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right) p_{i, a} p_{j, a},
\end{aligned}
$$

that is:

$$
\begin{equation*}
\mathcal{H}(p, q)=\frac{1}{2} \sum_{i, j=1}^{N}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}} \tag{3.9}
\end{equation*}
$$

Note that $G: \mathbb{R}^{D} \times \mathbb{R}^{D} \rightarrow \mathbb{R}:(\xi, \eta) \mapsto G(\xi, \eta)$, the chosen Green's function (i.e. the kernel of space $V$ ), is a function of $2 D$ real arguments:

$$
G(\xi, \eta)=G\left(\xi^{1}, \xi^{2}, \ldots, \xi^{D}, \eta^{1}, \eta^{2}, \ldots, \eta^{D}\right)
$$

from now on we shall indicate with $\frac{\partial G}{\partial \xi^{\ell}}$ its derivative with respect to the $\ell^{\text {th }}$ component of vector $\xi \in \mathbb{R}^{D}$. Also, we will indicate with $\nabla_{\xi} G: \mathbb{R}^{D} \times \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ the row vector:

$$
\nabla_{\xi} G(\xi, \eta)=\left[\begin{array}{llll}
\frac{\partial G}{\partial \xi^{1}}(\xi, \eta) & \frac{\partial G}{\partial \xi^{2}}(\xi, \eta) & \cdots & \frac{\partial G}{\partial \xi^{D}}(\xi, \eta)
\end{array}\right] .
$$

As we said in Chapter 2, Green's function $G$ is of the form $G(\xi, \eta)=\gamma\left(\|\xi-\eta\|_{\mathbb{R}^{D}}\right)$, for some $\gamma:[0, \infty) \rightarrow \mathbb{R}$; if this is the case, then:

$$
\begin{equation*}
\frac{\partial G}{\partial \xi^{\ell}}(\xi, \eta)=\gamma^{\prime}\left(\|\xi-\eta\|_{\mathbb{R}^{D}}\right) \frac{\xi^{\ell}-\eta^{\ell}}{\|\xi-\eta\|_{\mathbb{R}^{D}}}, \quad \ell=1, \ldots, D \tag{3.10}
\end{equation*}
$$

We now have all the machinery to state and prove the following result.

Proposition 3.1. The DN first order ordinary differential equations hold:

$$
\begin{equation*}
\dot{p}_{i, k}=-\sum_{j=1}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}, \quad i=1, \ldots, N, \quad k=1, \ldots, D . \tag{3.11}
\end{equation*}
$$

Therefore Hamilton's equations for the Riemannian manifold of landmarks are

$$
\left\{\begin{array}{rl}
\dot{q}^{i} & =\sum_{j=1}^{N}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right) p_{j}  \tag{3.12}\\
\dot{p}_{i} & =-\sum_{j=1}^{N} \nabla_{\xi} G\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}
\end{array} \quad i=1, \ldots, N\right.
$$

Proof. The first of equations (3.12) is simply given by (3.7), which derives directly from the definition of momenta. The second of Hamilton's equations is:

$$
\begin{aligned}
\dot{p}_{i, k} & =-\frac{\partial \mathcal{H}}{\partial q^{i, k}}(p, q)=-\frac{1}{2} \sum_{j, \ell=1}^{N} \frac{\partial}{\partial q^{i, k}}\left(G\left(q^{j}, q^{\ell}\right)+\frac{\mathrm{id}}{\lambda}\right)\left\langle p_{j} p_{\ell}\right\rangle_{\mathbb{R}^{D}} \\
& =-\sum_{j=1}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}, q^{j}\right)\left\langle p_{i} p_{j}\right\rangle_{\mathbb{R}^{D}}
\end{aligned}
$$

for $i=1, \ldots, N$ and $k=1, \ldots, D$, which coincides with (3.11). Such equations can be written in the compact form given by the second of equations (3.12).

## 2. Conservation laws

As we mentioned above the flow determined by equations (3.12) is called the cogeodesic flow: the geodesic flow on the manifold $\mathcal{I}$ is determined by the solutions $q^{i}(\cdot)$, $i=1, \ldots, N$ of the above equations. The Hamiltonian function is constant along the solutions of (3.12), so that the cogeodesic flow partitions the cotangent bundle into the level sets of $\mathcal{H}(p, q)$.

The structure of the system of equations (3.12) is such that, in fact, other quantities are conserved along the flow. Before describing such integrals of motion we will quickly introduce some more notation. If $\left(p_{i}(\cdot), q^{i}(\cdot)\right), i=1, \ldots, N$ are solutions of (3.12), let $\varphi_{t}: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ be the time-dependent diffeomor$\operatorname{phism} \varphi_{t}(\xi) \triangleq \varphi_{0 t}^{v}(\xi)$ induced by velocity field $v_{t}(\xi)=\sum_{i=1}^{N} p_{i}(t) G\left(\xi, q^{i}(t)\right), t \in[0,1]$, $\xi \in \mathbb{R}^{D}$. We will denote the components of such diffeomorphism and the velocity field as $\varphi_{t}(\xi)=\left(\varphi_{t}^{1}(\xi), \ldots, \varphi_{t}^{D}(\xi)\right)$ and $v_{t}(\xi)=\left(v_{t}^{1}(\xi), \ldots, v_{t}^{D}(\xi)\right)$, respectively. Let $D \varphi_{t}$ be the Jacobian matrix of the diffeomorphism, i.e.

$$
D \varphi_{t}(\xi) \triangleq\left[\begin{array}{cccc}
\frac{\partial \varphi_{t}^{1}}{\partial \xi^{1}} & \frac{\partial \varphi_{t}^{1}}{\partial \xi^{2}} & \cdots & \frac{\partial \varphi_{t}^{1}}{\partial \xi^{D}}  \tag{3.13}\\
\frac{\partial \varphi_{t}^{2}}{\partial \xi^{1}} & \frac{\partial \varphi_{t}^{2}}{\partial \xi^{2}} & \cdots & \frac{\partial \varphi_{t}^{2}}{\partial \xi^{D}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \varphi_{t}^{D}}{\partial \xi^{1}} & \frac{\partial \varphi_{t}^{D}}{\partial \xi^{2}} & \cdots & \frac{\partial \varphi_{t}^{D}}{\partial \xi^{D}}
\end{array}\right] .
$$

Note that $D \varphi_{0}(\xi)=\mathrm{id}$ (the $D \times D$ identity matrix) for all $\xi \in \mathbb{R}^{D}$, since $\varphi_{0}(\xi)=\xi$. The following important result holds.

Proposition 3.2 (Strong Conservation Law). Assume $\lambda=\infty$ (exact matching problem). Then it is the case that

$$
\begin{equation*}
\sum_{k=1}^{D} p_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q_{i}(0)\right)=p_{i, \ell}(0), \quad i=1, \ldots, N, \quad \ell=1, \ldots, D \tag{3.14}
\end{equation*}
$$

for all $t \in[0,1]$, which may be written in terms of (row) vector and matrix multiplication, as ${ }^{1}$

$$
\begin{equation*}
p_{i}(t) \cdot D \varphi_{t}\left(q_{i}(0)\right)=p_{i}(0), \quad i=1, \ldots, N \tag{3.15}
\end{equation*}
$$

for all $t \in[0,1]$.

[^4]Proof. Since $D \varphi_{0}=\mathrm{id}$ the proposition holds for $t=0$. We claim that the time derivative of the left-hand side of (3.14) is zero. In fact,

$$
\begin{equation*}
\frac{d}{d t}\left\{\sum_{k=1}^{D} p_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)\right\}=\sum_{k=1}^{D}\left\{\dot{p}_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)+p_{i, k}(t) \frac{\partial}{\partial \xi^{\ell}} \frac{\partial \varphi_{t}^{k}}{\partial t}\left(q^{i}(0)\right)\right\} \tag{3.16}
\end{equation*}
$$

we now want to compute the last term on the right-hand side of the above expression. Since $\varphi_{t}(\cdot)$ is the diffeomorphism induced by the velocity field $v_{t}(\cdot)$ we have that $\frac{\partial \varphi_{t}^{k}}{\partial t}(\xi)=v_{t}^{k}\left(\varphi_{t}(\xi)\right), k=1, \ldots, D$, for all $\xi \in \mathbb{R}^{D}$. Whence by the chain rule

$$
\frac{\partial}{\partial \xi^{\ell}} \frac{\partial \varphi_{t}^{k}}{\partial t}(\xi)=\frac{\partial}{\partial \xi^{\ell}} v_{t}^{k}\left(\varphi_{t}(\xi)\right)=\sum_{m=1}^{D} \frac{\partial v_{t}^{k}}{\partial \xi^{m}}\left(\varphi_{t}(\xi)\right) \frac{\partial \varphi_{t}^{m}}{\partial \xi^{\ell}}(\xi), \quad \xi \in \mathbb{R}^{D}
$$

since $v_{t}^{k}(x)=\sum_{j=1}^{N} p_{j, k}(t) G\left(x, q^{j}(t)\right), x \in \mathbb{R}^{D}$, the above expression becomes

$$
\frac{\partial}{\partial \xi^{\ell}} \frac{\partial \varphi_{t}^{k}}{\partial t}(\xi)=\sum_{m=1}^{D} \sum_{j=1}^{N} p_{j, k}(t) \frac{\partial G}{\partial \xi^{m}}\left(\varphi_{t}(\xi), q^{j}(t)\right) \frac{\partial \varphi_{t}^{m}}{\partial \xi^{\ell}}(\xi), \quad \xi \in \mathbb{R}^{D}
$$

In the case of exact matching $\varphi_{t}\left(q^{i}(0)\right)=q^{i}(t)$, so for $\xi=q^{i}(0)$ we get:

$$
\begin{equation*}
\frac{\partial}{\partial \xi^{\ell}} \frac{\partial \varphi_{t}^{k}}{\partial t}\left(q^{i}(0)\right)=\sum_{m=1}^{D} \sum_{j=1}^{N} p_{j, k}(t) \frac{\partial G}{\partial \xi^{m}}\left(q^{i}(t), q^{j}(t)\right) \frac{\partial \varphi_{t}^{m}}{\partial \xi^{\ell}}\left(q^{i}(0)\right) \tag{3.17}
\end{equation*}
$$

On the other hand, by Proposition 3.1,

$$
\begin{equation*}
\dot{p}_{i, k}(t)=-\sum_{m=1}^{D} \sum_{j=1}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}(t), q^{j}(t)\right) p_{i, m}(t) p_{j, m}(t) \tag{3.18}
\end{equation*}
$$

for $i=1, \ldots, N$ and $k=1, \ldots, D$. Inserting equations (3.17) and (3.18) into expression (3.16) finally yields:

$$
\begin{aligned}
& \frac{d}{d t}\left\{\sum_{k=1}^{D} p_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)\right\} \\
& =\sum_{k=1}^{D}\left\{-\sum_{m=1}^{D} \sum_{j=1}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}(t), q^{j}(t)\right) p_{i, m}(t) p_{j, m}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)\right. \\
& \left.\quad+p_{i, k}(t) \sum_{m=1}^{D} \sum_{j=1}^{N} p_{j, k}(t) \frac{\partial G}{\partial \xi^{m}}\left(q^{i}(t), q^{j}(t)\right) \frac{\partial \varphi_{t}^{m}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)\right\} \equiv 0
\end{aligned}
$$

where we have implicitly relabeled some summation indices.

Since $\varphi_{t}$ is a diffeomorphism for all time $t \in[0,1]$ we have that its Jacobian matrix $D \varphi_{t}$ is invertible for all $t$, which immediately implies the following result.

Corollary 3.3. Assume $\lambda=\infty$. If $p_{i}(0)=0$ for some index (landmark) $i \in$ $\{1, \ldots, N\}$, then the corresponding momentum is such that $p_{i}(t) \equiv 0$ for all $t \in[0,1]$.

We should also note the strong conservation law for momenta and the system of differential equations (3.12) are, in fact, equivalent; more precisely, the following proposition holds.

Proposition 3.4. Assume $\lambda=\infty$. If differential equations (3.7), which are equivalent to the definition of momenta, and conservation laws (3.15) hold for all $t \in$ $[0,1]$, then so do differential equations (3.11).

Proof. Differentiating equations (3.14) with respect to time yields:

$$
\begin{aligned}
0 & =\frac{d}{d t}\left\{\sum_{k=1}^{D} p_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)\right\} \\
& =\sum_{k=1}^{D}\left\{\dot{p}_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)+p_{i, k}(t) \frac{\partial}{\partial \xi^{\ell}} \frac{\partial \varphi_{t}^{k}}{\partial t}\left(q^{i}(0)\right)\right\}, \quad \begin{array}{l}
i=1, \ldots, N \\
\ell=1, \ldots, D
\end{array}
\end{aligned}
$$

Inserting equation (3.17) from the proof of Proposition 3.2 into the right-hand side of the above expression yields the equations:

$$
\begin{aligned}
\sum_{k=1}^{D} \dot{p}_{i, k}(t) \frac{\partial \varphi_{t}^{k}}{\partial \xi^{\ell}}\left(q^{i}(0)\right) & =-\sum_{k=1}^{D} p_{i, k}(t) \sum_{m=1}^{D} \sum_{j=1}^{N} p_{j, k}(t) \frac{\partial G}{\partial \xi^{m}}\left(q^{i}(t), q^{j}(t)\right) \frac{\partial \varphi_{t}^{m}}{\partial \xi^{\ell}}\left(q^{i}(0)\right) \\
& =-\sum_{m=1}^{D} \sum_{j=1}^{N}\left\langle p_{i}(t), p_{j}(t)\right\rangle_{\mathbb{R}^{D}} \frac{\partial G}{\partial \xi^{m}}\left(q^{i}(t), q^{j}(t)\right) \frac{\partial \varphi_{t}^{m}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)
\end{aligned}
$$

for $i=1, \ldots, N$ and $\ell=1, \ldots, D$. Indicating with $\frac{\partial \varphi_{t}}{\partial \xi^{\ell}}$ the $\ell$-th column of Jacobian matrix (3.13) the above equations may be written in terms of vector multiplications:

$$
\dot{p}_{i}(t) \cdot \frac{\partial \varphi_{t}}{\partial \xi^{\ell}}\left(q^{i}(0)\right)=-\sum_{j=1}^{N}\left\langle p_{i}(t), p_{j}(t)\right\rangle_{\mathbb{R}^{D}} \nabla_{\xi} G\left(q^{i}(t), q^{j}(t)\right) \cdot \frac{\partial \varphi_{t}}{\partial \xi^{\ell}}\left(q^{i}(0)\right),
$$

which again hold for $i=1, \ldots, N$ and $\ell=1, \ldots, D$. Whence:

$$
\dot{p}_{i}(t) \cdot D \varphi_{t}\left(q^{i}(0)\right)=-\sum_{j=1}^{N}\left\langle p_{i}(t), p_{j}(t)\right\rangle_{\mathbb{R}^{D}} \nabla_{\xi} G\left(q^{i}(t), q^{j}(t)\right) \cdot D \varphi_{t}\left(q^{i}(0)\right),
$$

for $i=1, \ldots, N$; such equations imply the second set of (3.12), and whence (3.11), by the invertibility of the Jacobian matrix $D \varphi_{t}\left(q^{i}(0)\right)$.

At this point one could employ Emmy Noether's Theorem [2, 4, 37] and use the symmetries of the metric tensor (specifically, translation- and rotation-invariance) to prove the conservation of linear momentum and angular momentum. We will prove such conservation laws directly, simply by manipulating differential equations (3.12) and the general form of the kernel $G$ and its partial derivatives (3.10).

Proposition 3.5 (Conservation of Linear Momentum, or First Weak Conservation Law). For any choice of smoothing parameter $\lambda$, the quantity

$$
\begin{equation*}
P(p) \triangleq \sum_{i=1}^{N} p_{i} \tag{3.19}
\end{equation*}
$$

which is a D-dimensional vector, is conserved in time.

Proof. Summing the set of equations (3.11) over index $i$ yields:

$$
\begin{align*}
\sum_{i=1}^{N} \dot{p}_{i, k} & =-\sum_{i, j=1}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}} \\
& =-\sum_{i=1}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}, q^{i}\right)\left\|p_{i}\right\|_{\mathbb{R}^{D}}^{2}-\sum_{i=1}^{N} \sum_{\substack{j=1 \\
j \neq i}}^{N} \frac{\partial G}{\partial \xi^{k}}\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}} . \tag{3.20}
\end{align*}
$$

for any $k=1, \ldots, D$. Since $\frac{\partial G}{\partial \xi^{k}}(x, x)=0$ for all $x \in \mathbb{R}^{D}$ the first summation in the above expression is identically equal to zero. On the other hand, by (3.10) we have that $\frac{\partial G}{\partial \xi^{k}}(x, y)=-\frac{\partial G}{\partial \xi^{k}}(y, x)$ for all $x, y \in \mathbb{R}^{D}$ with $x \neq y$, therefore the second summation in (3.20) is also zero since all the terms are pairwise opposite. In conclusion, $\sum_{i=1}^{N} \dot{p}_{i, k} \equiv 0$, so that

$$
\sum_{i=1}^{N} p_{i, k}(t)=\sum_{i=1}^{N} p_{i, k}(0), \quad k=1, \ldots, D, \quad t \in[0,1] .
$$

Writing the above equalities in vector form proves the proposition.

Proposition 3.6 (Conservation of Angular Momentum, or Second Weak Conservation Law). For any choice of smoothing parameter $\lambda$, if $D \geq 2$ the scalar quantities

$$
\begin{equation*}
L_{a b}(p, q) \triangleq \sum_{i=1}^{N}\left(q^{i, a} p_{i, b}-q^{i, b} p_{i, a}\right)=\left\langle q^{(a)}, p_{(b)}\right\rangle_{\mathbb{R}^{N}}-\left\langle q^{(b)}, p_{(a)}\right\rangle_{\mathbb{R}^{N}} \tag{3.21}
\end{equation*}
$$

defined for $a, b=1, \ldots, D$, with $a<b$, are conserved in time.
Proof. Let $R^{i j}(q)=G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}$. Differentiating (3.21) and using (3.12) yields:

$$
\begin{aligned}
& \frac{d}{d t} L_{a b}=\sum_{i=1}^{N}\left\{\dot{q}^{i, a} p_{i, b}-\dot{q}^{i, b} p_{i, a}+q^{i, a} \dot{p}_{i, b}-q^{i, b} \dot{p}_{i, a}\right\} \\
& \quad=\sum_{i=1}^{N}\left\{\sum_{j=1}^{N} R^{i j}\left(p_{j, a} p_{i, b}-p_{j, b} p_{i, a}\right)+q^{i, a} \dot{p}_{i, b}-q^{i, b} \dot{p}_{i, a}\right\}=\sum_{i=1}^{N}\left\{q^{i, a} \dot{p}_{i, b}-q^{i, b} \dot{p}_{i, a}\right\},
\end{aligned}
$$

where we have used the symmetry of $R^{i j}$. Whence

$$
\begin{aligned}
\frac{d}{d t} L_{a b} & =\sum_{i=1}^{N}\left\{q^{i, a} \sum_{j=1}^{N} \frac{\partial G}{\partial \xi^{b}}\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}-q^{i, b} \sum_{j=1}^{N} \frac{\partial G}{\partial \xi^{a}}\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}\right\} \\
& =\sum_{i, j=1}^{N}\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}\left\{q^{i, a} \frac{\partial G}{\partial \xi^{b}}\left(q^{i}, q^{j}\right)-q^{i, b} \frac{\partial G}{\partial \xi^{a}}\left(q^{i}, q^{j}\right)\right\},
\end{aligned}
$$

and by (3.10):

$$
\begin{aligned}
\frac{d}{d t} L_{a b} & =\sum_{i, j=1}^{N}\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}} \frac{\gamma^{\prime}\left(\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}\right)}{\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}}\left\{q^{i, a}\left(q^{i, b}-q^{j, b}\right)-q^{i, b}\left(q^{i, a}-q^{j, a}\right)\right\} \\
& =\sum_{i, j=1}^{N}\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}} \frac{\gamma^{\prime}\left(\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}\right)}{\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}}\left\{-q^{i, a} q^{j, b}+q^{i, b} q^{j, a}\right\},
\end{aligned}
$$

which is identically equal to zero by the symmetries of the first two factors.
Note that the linear momentum and angular momentum conservation laws consist, respectively, of $D$ and $\frac{D(D-1)}{2}$ scalar conservation laws; taking into the account the fact that the Hamiltonian (which is a scalar) is also conserved, the cogeodesic flow, i.e. the dynamics of $(p, q)$, takes place on a space of dimension $2 D N-1-D-\frac{D(D-1)}{2}$.

## CHAPTER 4

## Curvature in terms of the Cometric Tensor

In this chapter we compute a formula for the Riemannian curvature tensor and the sectional curvature for a generic $n$-dimensional Riemannian manifold $\mathcal{M}$ in terms of the elements of the cometric tensor (i.e. the inverse of metric tensor); also, we will show how sectional curvature can be written as a ratio of quadratic forms on the space of alternating 2 -forms on $T_{p} \mathcal{M}$, which may also be expressed in terms of the cometric. An accessible text on alternating forms is [21]. Classic references for differential geometry are, for example, $[\mathbf{1 1}]$ and $[\mathbf{2 7}]$ (we shall use the notation introduced in the latter); a modern, more advanced text on the topic is [23].

## 1. Motivation

We saw in Chapter 2 that when shape is modeled as a labeled $N$-tuple of landmarks in $D$ dimensions the corresponding metric tensor, when written as a matrix $g$, turns out to be the inverse of a positive definite matrix: that is, we may write $g(q)=\left(\operatorname{diag}\left\{S(q)+\frac{\mathrm{id}}{\lambda}, \ldots, S(q)+\frac{\mathrm{id}}{\lambda}\right\}\right)^{-1}$, where the elements of $S(q)$ are computed by evaluating a given Green's function at different locations.

Under these circumstances calculating sectional curvature in the traditional way, i.e. by computing Christoffel symbols and their partial derivatives, turns out to be a formidable task since it involves computing successive derivatives of the inverse of a tensor. Therefore it would be convenient to have access to a formula expressing sectional curvature (and, more in general, the Riemannian curvature tensor) in terms of the derivatives of the inverse of $g$, that are more easily computed.

The spirit of the current chapter is precisely to express geometric quantities for a generic Riemannian manifold $\mathcal{M}$ of dimension $n$ in as functions of the cometic tensor. In particular, we will solve the highly non-trivial problem to provide a formula for
the Riemannian curvature tensor and the numerator of sectional curvature (see next section) in terms of $g^{i j}, \frac{\partial}{\partial x^{k}} g^{i j}$, and $\frac{\partial}{\partial x^{\ell} \partial x^{k}} g^{i j}$, with $i, j, k, \ell=1, \ldots, n$. In the last part of this chapter we will express sectional curvature as the ratio of quadratic forms on the space of alternating 2 -tensors $\Lambda^{2}\left(T_{p} \mathrm{M}\right)$, which will allow usa to formulate the problem of finding bounds for sectional curvature as a generalized eigenvalue problem. In the next chapter we will apply these formulas to the metric tensor of the landmarks manifolds. For the sake of notational compactness, from now on we shall use the simple symbol $\partial_{i}$ in lieu of $\frac{\partial}{\partial x^{i}}, i=1, \ldots, n$. Moreover we will employ Einstein's summation convention: that is, an index occurring twice in a product is to be summed from 1 to $n$; for example, $X^{i} \partial_{i}$ is an abbreviation for $\sum_{i=1}^{n} X^{i} \partial_{i}$.

## 2. Generalities on the Riemannian Curvature Tensor

Suppose that $\mathcal{M}$ is an $n$-dimensional Riemannian manifold with metric tensor $g$. If we consider a local chart $(U, \varphi)$ on the manifold with coordinates $\left(x^{1}, \ldots, x^{n}\right)$ the metric is represented by a positive definite, symmetric matrix

$$
\left[g_{i j}(x)\right]_{i, j=1, \ldots, n}
$$

where the coefficients depend smoothly on $x \in \varphi(U) \subseteq \mathbb{R}^{n}$. The product of two tangent vectors $X, Y \in T_{p} \mathcal{M}$, with $X=X^{i} \partial_{i}$ and $Y=Y^{i} \partial_{i}$, is

$$
\langle X, Y\rangle_{p}=g_{i j}(x(p)) X^{i} Y^{j} ;
$$

in particular, $g_{i j}(x(p))=\left\langle\partial_{i}, \partial_{j}\right\rangle_{p}$.

Notation. We shall denote the partial derivatives of the elements of tensor $g$ as follows: $g_{i j, k} \triangleq \frac{\partial}{\partial x^{k}} g_{i j}$ and $g_{i j, k \ell} \triangleq \frac{\partial^{2}}{\partial x^{2} \partial x^{k}} g_{i j}$, for $i, j, k, \ell=1, \ldots, n$.

Indicating with $\mathcal{T}(\mathcal{M})$ the space of smooth vector fields on the manifold $\mathcal{M}$, let $\nabla: \mathcal{T}(\mathcal{M}) \times \mathcal{T}(\mathcal{M}) \rightarrow \mathcal{T}(\mathcal{M})$ be the Levi-Civita connection of the Riemannian manifold. The Christoffel symbols are defined by $\nabla_{\partial_{i}} \partial_{j}=\Gamma_{i j}^{k} \partial_{k}$. It is well known that they have the form: $\Gamma_{i j}^{k}=\frac{1}{2} g^{k \ell}\left(g_{i \ell, j}+g_{j \ell, i}-g_{i j, \ell}\right)$. The Riemannian curvature
endomorphism is the map $R: \mathcal{T}(\mathcal{M}) \times \mathcal{T}(\mathcal{M}) \times \mathcal{T}(\mathcal{M}) \rightarrow \mathcal{T}(\mathcal{M})$ defined by

$$
\begin{equation*}
R(X, Y) Z=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z . \tag{4.1}
\end{equation*}
$$

In local coordinates $R\left(\partial_{i}, \partial_{j}\right) \partial_{k}=R_{i j k}^{\ell} \partial_{\ell}$, and

$$
R_{i j k m} \triangleq\left\langle R\left(\partial_{i}, \partial_{j}\right) \partial_{k}, \partial_{m}\right\rangle=g_{m \ell} R_{i j k}^{\ell}
$$

The Riemannian curvature tensor acts on vector fields as follows:

$$
\begin{equation*}
R(X, Y, Z, W)=\langle R(X, Y) Z, W\rangle \tag{4.2}
\end{equation*}
$$

and in coordinates it is written as $R=R_{i j k m} d x^{i} \otimes d x^{j} \otimes d x^{k} \otimes d x^{m}$. The Riemannian curvature tensor has a number of symmetries:

$$
\begin{array}{cc}
R_{i j k \ell}=-R_{j i k \ell}, & R_{i j k \ell}=-R_{i j k k},  \tag{4.3}\\
R_{i j k \ell}=R_{k \ell i j}, & R_{i j k \ell}+R_{j k i \ell}+R_{k i j \ell}=0,
\end{array}
$$

the last of which is known as the first Bianchi identity.
With the above conventions, the sectional curvature associated to a pair of nonparallel tangent vectors $X$ and $Y$ is given by: ${ }^{1}$

$$
\begin{align*}
K(X, Y) & =\frac{R(X, Y, Y, X)}{\|X\|^{2}\|Y\|^{2}-\langle X, Y\rangle^{2}}=\frac{\langle R(X, Y) Y, X\rangle}{\|X\|^{2}\|Y\|^{2}-\langle X, Y\rangle^{2}}  \tag{4.4}\\
& =\frac{R_{i j k m} X^{i} Y^{j} Y^{k} X^{m}}{\|X\|^{2}\|Y\|^{2}-\langle X, Y\rangle^{2}}
\end{align*}
$$

[^5]note that the denominator is always positive by the Cauchy-Schwarz inequality.
There are different ways of expressing the Riemannian curvature tensor in terms of the metric tensor $g$; the following proposition turns out to be useful for our purposes since it provides an expression that does not require to compute derivatives of the Christoffel symbols. The proof that follows is an adaptation from one found in [29].

## Proposition 4.1. The following expression holds:

$$
\begin{equation*}
2 R_{i j k m}=g_{i k, j m}+g_{j m, i k}-g_{j k, i m}-g_{i m, j k}+2 \Gamma_{i k}^{r} \Gamma_{j m}^{s} g_{r s}-2 \Gamma_{j k}^{r} \Gamma_{i m}^{s} g_{r s} . \tag{4.5}
\end{equation*}
$$

Proof. From the definition of the Christoffel symbols, $\nabla_{\partial_{i}} \partial_{j}=\Gamma_{i j}^{k} \partial_{k}$,

$$
\begin{aligned}
2\left\langle\nabla_{\partial_{i}} \partial_{j}, \partial_{m}\right\rangle & =2\left\langle\Gamma_{i j}^{k} \partial_{k}, \partial_{m}\right\rangle=2 \Gamma_{i j}^{k} g_{m k}=g_{m k} g^{k \ell}\left(g_{i \ell, j}+g_{j \ell, i}-g_{i j, \ell}\right) \\
& =\delta_{m}^{\ell}\left(g_{i \ell, j}+g_{j \ell, i}-g_{i j, \ell}\right)=g_{i m, j}+g_{j m, i}-g_{i j, m}
\end{aligned}
$$

an appropriate rearrangement of the indices yields the following expression:

$$
\begin{equation*}
2\left\langle\nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle=g_{j m, k}+g_{k m, j}-g_{j k, m} . \tag{4.6}
\end{equation*}
$$

By the metric compatibility of the connection we have that

$$
\partial_{i}\left\langle\nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle=\left\langle\nabla_{\partial_{i}} \nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle+\left\langle\nabla_{\partial_{j}} \partial_{k}, \nabla_{\partial_{i}} \partial_{m}\right\rangle,
$$

whence, by (4.6),

$$
\begin{align*}
& 2\left\langle\nabla_{\partial_{i}} \nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle+2\left\langle\nabla_{\partial_{j}} \partial_{k}, \nabla_{\partial_{i}} \partial_{m}\right\rangle=2 \partial_{i}\left\langle\nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle \\
& \quad=\partial_{i}\left(g_{j m, k}+g_{k m, j}-g_{j k, m}\right)=g_{j m, k i}+g_{k m, j i}-g_{j k, m i} . \tag{4.7}
\end{align*}
$$

By switching $i$ and $j$ we also have that

$$
\begin{equation*}
2\left\langle\nabla_{\partial_{j}} \nabla_{\partial_{i}} \partial_{k}, \partial_{m}\right\rangle+2\left\langle\nabla_{\partial_{i}} \partial_{k}, \nabla_{\partial_{j}} \partial_{m}\right\rangle=g_{i m, k j}+g_{k m, i j}-g_{i k, m j} . \tag{4.8}
\end{equation*}
$$

Combining (4.7) and (4.8) yields

$$
\begin{aligned}
& 2\left\langle\nabla_{\partial_{i}} \nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle-2\left\langle\nabla_{\partial_{j}} \nabla_{\partial_{i}} \partial_{k}, \partial_{m}\right\rangle \\
& \quad=g_{j m, k i}-g_{j k, m i}-g_{i m, k j}+g_{i k, m j}-2\left\langle\nabla_{\partial_{j}} \partial_{k}, \nabla_{\partial_{i}} \partial_{m}\right\rangle+2\left\langle\nabla_{\partial_{i}} \partial_{k}, \nabla_{\partial_{j}} \partial_{m}\right\rangle .
\end{aligned}
$$

But by definition $R\left(\partial_{i}, \partial_{j}\right) \partial_{k}=\nabla_{\partial_{i}} \nabla_{\partial_{j}} \partial_{k}-\nabla_{\partial_{j}} \nabla_{\partial_{i}} \partial_{k}$, whence

$$
2 R_{i j k m}=2\left\langle R\left(\partial_{i}, \partial_{j}\right) \partial_{k}, \partial_{m}\right\rangle=2\left\langle\nabla_{\partial_{i}} \nabla_{\partial_{j}} \partial_{k}, \partial_{m}\right\rangle-2\left\langle\nabla_{\partial_{j}} \nabla_{\partial_{i}} \partial_{k}, \partial_{m}\right\rangle,
$$

so we have proven that

$$
\begin{equation*}
2 R_{i j k m}=g_{j m, k i}-g_{j k, m i}-g_{i m, k j}+g_{i k, m j}-2\left\langle\nabla_{\partial_{j}} \partial_{k}, \nabla_{\partial_{i}} \partial_{m}\right\rangle+2\left\langle\nabla_{\partial_{i}} \partial_{k}, \nabla_{\partial_{j}} \partial_{m}\right\rangle . \tag{4.9}
\end{equation*}
$$

By the definition of the Christoffels,

$$
\begin{aligned}
& \left\langle\nabla_{\partial_{i}} \partial_{k}, \nabla_{\partial_{j}} \partial_{m}\right\rangle=\left\langle\Gamma_{i k}^{r} \partial_{r}, \Gamma_{j m}^{s} \partial_{s}\right\rangle=\Gamma_{i k}^{r} \Gamma_{j m}^{s} g_{r s}, \\
& \left\langle\nabla_{\partial_{j}} \partial_{k}, \nabla_{\partial_{i}} \partial_{m}\right\rangle=\left\langle\Gamma_{j k}^{r} \partial_{r}, \Gamma_{i m}^{s} \partial_{s}\right\rangle=\Gamma_{j k}^{r} \Gamma_{i m}^{s} g_{r s} .
\end{aligned}
$$

Inserting the above expressions into the right-hand side of (4.9) finally yields (4.5).
Notation. For any pair of tangent vectors $X, Y \in T_{p} \mathcal{M}$ we shall denote with $\Gamma(X, Y)$ the following vector in $T_{p} \mathcal{M}$ :

$$
\Gamma(X, Y) \triangleq \Gamma_{i j}^{k} X^{i} Y^{j} \partial_{k}
$$

where the $\Gamma_{i j}^{k}$ are the Christoffel symbols for metric tensor $g$.
Given the above notation the numerator (and the sign) of sectional curvature $K(X, Y)$ may be computed using the following result.

Proposition 4.2. The following expressions hold for any pair $X, Y \in T_{p} \mathcal{M}$ :

$$
\begin{aligned}
2 R(X, Y, Y, X)= & -\left(X^{i} Y^{j}-Y^{i} X^{j}\right) g_{i k, j m}\left(X^{k} Y^{m}-Y^{k} X^{m}\right) \\
& +2\|\Gamma(X, Y)\|^{2}-2\langle\Gamma(X, X), \Gamma(Y, Y)\rangle
\end{aligned}
$$

Proof. We have that

$$
\begin{aligned}
& -\left(X^{i} Y^{j}-Y^{i} X^{j}\right) g_{i k, j m}\left(X^{k} Y^{m}-Y^{k} X^{m}\right) \\
& =-X^{i} X^{k} Y^{j} Y^{m} g_{i k, j m}+X^{i} Y^{k} Y^{j} X^{m} g_{i k, j m}+Y^{i} X^{k} X^{j} Y^{m} g_{i k, j m}-Y^{i} Y^{k} X^{j} X^{m} g_{i k, j m} \\
& =2 X^{i} Y^{k} Y^{j} X^{m} g_{i k, j m}-X^{i} X^{k} Y^{j} Y^{m} g_{i k, j m}-Y^{i} Y^{k} X^{j} X^{m} g_{i k, j m} \\
& =X^{i} Y^{k} Y^{j} X^{m} g_{i k, j m}+X^{m} Y^{j} Y^{k} X^{i} g_{m j, k i}-X^{i} X^{m} Y^{j} Y^{k} g_{i m, j k}-Y^{j} Y^{k} X^{i} X^{m} g_{j k, i m} \\
& =X^{i} Y^{j} Y^{k} X^{m}\left(g_{i k, j m}+g_{j m, i k}-g_{i m, j k}-g_{j k, i m}\right) .
\end{aligned}
$$

As far as the Christoffel symbols are concerned,

$$
\begin{aligned}
g_{r s} X^{i} Y^{j} Y^{k} X^{m} \Gamma_{i k}^{r} \Gamma_{j m}^{s} & =\left\langle X^{i} Y^{k} \Gamma_{i k}^{r} \partial_{r}, Y^{j} X^{m} \Gamma_{j m}^{s} \partial_{s}\right\rangle \\
& =\langle\Gamma(X, Y), \Gamma(X, Y)\rangle=\|\Gamma(X, Y)\|^{2},
\end{aligned}
$$

and

$$
g_{r s} X^{i} Y^{j} Y^{k} X^{m} \Gamma_{j k}^{r} \Gamma_{i m}^{s}=\left\langle X^{i} X^{m} \Gamma_{i m}^{s} \partial_{s}, Y^{j} Y^{k} \Gamma_{j k}^{r} \partial_{r}\right\rangle=\langle\Gamma(X, X), \Gamma(Y, Y)\rangle .
$$

This completes the proof.

## 3. The dual Riemannian Curvature Tensor

One of the purposes of the current chapter is to provide a formula for the numerator of sectional curvature (4.4) in terms the elements of the cometric tensor and their derivatives $g^{i j}, g^{i j}$, , and $g^{i j}{ }_{k \ell}, i, j, k, \ell=1, \ldots, n$. The key idea is to define a "dual" curvature tensor by raising the indices of the Riemannian curvature tensor defined and described in the previous section. That is, if we define the coefficients of the dual Riemannian curvature tensor as $R^{u r s v} \triangleq R_{i j k m} g^{i u} g^{j r} g^{k s} g^{m v}$ and for an arbitrary pair of tangent vectors $X=X^{i} \partial_{i}$ and $Y=Y^{i} \partial_{i}$ we consider the cotangent vectors $X^{b}=X_{i} d x^{i}$ and $Y^{b}=Y_{i} d x^{i}$, with $X_{i}=g_{i j} X^{j}$ and $Y_{i}=g_{i j} Y^{j}$ (the "flat" perator $b: T_{p} \mathcal{M} \rightarrow T_{p}^{*} \mathcal{M}$ lowers the indices of a tangent vector $\left.[\mathbf{2 1}, \mathbf{2 8}]\right)$, then the numerator of $K(X, Y)$ may be rewritten as:

$$
\begin{align*}
\langle R(X, Y) Y, X\rangle & =R_{i j k m} X^{i} Y^{j} Y^{k} X^{m}=R_{i j k m} g^{i u} g^{j r} g^{k s} g^{m v} X_{u} Y_{r} Y_{s} X_{v} \\
& =R^{u r s v} X_{u} Y_{r} Y_{s} X_{v} . \tag{4.10}
\end{align*}
$$

In this section we shall factorize the tensor coefficients $R_{i j k m}$ in the following way:

$$
\begin{equation*}
R_{i j k m}=g_{i u} g_{j r} g_{k s} g_{m v} R^{u r s v}, \tag{4.11}
\end{equation*}
$$

and express $R^{u r s v}$ in terms of $g^{i j}$ and its first and second partial derivatives. In the section that follows we will compute the action of the dual tensor on the cotangent vectors $\left(X^{b}, Y^{b}, Y^{b}, X^{b}\right)$, which will cause drastic simplifications and provide a surprisingly simple formula for the numerator of sectional curvature.

In Proposition 4.1 we proved the following general formula:

$$
\begin{equation*}
2 R_{i j k m}=g_{i k, j m}+g_{j m, i k}-g_{j k, i m}-g_{i m, j k}+2 \Gamma_{i k}^{\varphi} \Gamma_{j m}^{\psi} g_{\varphi \psi}-2 \Gamma_{j k}^{\varphi} \Gamma_{i m}^{\psi} g_{\varphi \psi} \tag{4.12}
\end{equation*}
$$

The key idea is to try to factorize each term of the above formula in the way that is suggested by (4.11). We will start with the terms that involve the first derivatives of the metric tensor, i.e. the Christoffel symbols on the right-hand side of (4.12).
3.1. First derivatives. If we write the metric tensor as a matrix we have that $g=Q^{-1}$, so that ${ }^{2} \partial_{x} g=-Q^{-1} \cdot \partial_{x} Q \cdot Q^{-1}$. In index notation the first partial derivative is given by

$$
g_{j m, k}=-g_{j r} g_{k}^{r s,} g_{s m} .
$$

By the above formula we may rewrite the Christoffel symbols in (4.12) in a way that is suitable for our purposes.

[^6]For example,

$$
\begin{aligned}
\Gamma_{j k}^{\varphi} & =\frac{1}{2} g^{\varphi \ell}\left(g_{j \ell, k}+g_{\ell k, j}-g_{j k, \ell}\right) \\
& =\frac{1}{2} g^{\varphi \ell}\left(-g_{j r} g_{k}^{r s,} g_{s \ell}-g_{\ell r} g_{j}^{r s,} g_{s k}+g_{j r} g^{r s,} g_{s k}\right) \\
& =\frac{1}{2}\left(g_{j r} g^{\varphi \ell} g_{\ell}^{r s,} g_{s k}-g_{j r} g_{k}^{r s,} \delta_{s}^{\varphi}-\delta_{r}^{\varphi} g_{j}^{r s,} g_{s k}\right) \\
& =\frac{1}{2}\left(g_{j r} g^{\varphi \ell} g^{r s,} g_{s k}-g_{j r} g_{k}^{r \varphi,}-g_{j}^{\varphi s,} g_{s k}\right) .
\end{aligned}
$$

We can extract factor $g_{j r} g_{s k}$ from the first of the three terms above, but we need to manipulate the other two in order to be able to do the same with them. We have that $g_{k}^{r \varphi,}=g_{\ell}^{r \varphi,} \delta_{k}^{\ell}=g_{\ell}^{r \varphi} g^{\ell s} g_{s k}$ and similarly $g_{j}^{\varphi s,}=g_{\ell}^{\varphi s,} \delta_{j}^{\ell}=g_{\ell}^{\varphi s,} g^{\ell r} g_{j r}$, whence the above may be expressed as

$$
\begin{equation*}
\Gamma_{j k}^{\varphi}=\frac{1}{2} g_{j r}\left(g^{\varphi \ell} g_{\ell}^{r s,}-g^{s \ell} g_{\ell}^{r \varphi,}-g^{r \ell} g_{\ell}^{\varphi s,}\right) g_{s k} \tag{4.13}
\end{equation*}
$$

As far as the remaining three Christoffel symbols in (4.12) are concerned, by appropriately relabeling the indices we obtain the following:

$$
\begin{aligned}
\Gamma_{i m}^{\psi} & =\frac{1}{2} g_{i u}\left(g^{\psi \ell} g_{\ell}^{u v,}-g^{v \ell} g_{\ell}^{u \psi,}-g^{u \ell} g_{\ell}^{\psi v,}\right) g_{v m} \\
\Gamma_{i k}^{\varphi} & =\frac{1}{2} g_{i u}\left(g^{\varphi \ell} g_{\ell}^{u s,}-g^{s \ell} g_{\ell}^{u \varphi,}-g^{u \ell} g_{\ell}^{\varphi s,}\right) g_{s k} \\
\Gamma_{j k}^{\psi} & =\frac{1}{2} g_{j r}\left(g^{\psi \ell} g_{\ell}^{r v}-g^{v \ell} g_{\ell}^{r \psi,}-g^{r \ell} g_{\ell}^{\psi v,}\right) g_{v m}
\end{aligned}
$$

It is convenient, at this point, to define "anti-Christoffel" symbols, or dual Christoffel symbols, in the following manner: ${ }^{3}$

$$
\begin{equation*}
\widetilde{\Gamma}_{u}^{r s} \triangleq \frac{1}{2} g_{u \varphi}\left(g_{\xi}^{s \varphi,} g^{\xi r}+g_{\xi}^{r \varphi,} g^{\xi s}-g_{\xi}^{r s,} g^{\xi \varphi}\right) . \tag{4.14}
\end{equation*}
$$

Notation. If we also define:

$$
\begin{equation*}
g^{i j, k} \triangleq g_{\xi}^{i j,} g^{\xi k} \quad \text { and } \quad g^{i j, k \ell} \triangleq g_{\xi \eta}^{i j} g^{\xi k} g^{\eta \ell} \tag{4.15}
\end{equation*}
$$

[^7]then the dual symbols assume an aspect that is formally analogous to the traditional definition of Christoffel symbols:
$$
\widetilde{\Gamma}_{u}^{r s}=\frac{1}{2} g_{u \varphi}\left(g^{s \varphi, r}+g^{r \varphi, s}-g^{r s, \varphi}\right) .
$$

With the above notation and using the obvious fact that $g_{\varphi \psi}=g_{\varphi \rho} g^{\rho \sigma} g_{\sigma \psi}$ we may rewrite the last term of the right-hand side of equation (4.12) as follows:

$$
\begin{aligned}
-2 \Gamma_{j k}^{\varphi} \Gamma_{i m}^{\psi} g_{\varphi \psi}= & -\frac{1}{2} g_{j r} g_{k s} g_{i u} g_{m v}\left(g_{\xi}^{r s,} g^{\xi \varphi}-g_{\xi}^{r \varphi} g^{\xi s}-g_{\xi}^{s \varphi} g^{\xi r}\right) g_{\varphi \rho} \\
& \cdot g^{\rho \sigma} g_{\sigma \psi}\left(g^{u v}{ }_{\xi} g^{\xi \psi}-g^{u \psi} g^{\xi v}-g^{v \psi} g^{\xi u}\right) \\
= & -g_{i u} g_{j r} g_{k s} g_{m v} 2 \widetilde{\Gamma}_{\rho}^{r s} \widetilde{\Gamma}_{\sigma}^{u v} g^{\rho \sigma}
\end{aligned}
$$

whereas the second-to-last of the same formula becomes

$$
2 \Gamma_{i k}^{\varphi} \Gamma_{j m}^{\psi} g_{\varphi \psi}=g_{i u} g_{j r} g_{k s} g_{m v} 2 \widetilde{\Gamma}_{\rho}^{u s} \widetilde{\Gamma}_{\sigma}^{r v} g^{\rho \sigma} .
$$

Note that we have precisely achieved the desired factorization, as in (4.11).
3.2. Second derivatives. If we write the metric tensor as a matrix $g=Q^{-1}$ its second partial derivative is $\partial_{y} \partial_{x} g=Q^{-1} \cdot\left(\partial_{y} Q \cdot Q^{-1} \cdot \partial_{x} Q+\partial_{x} Q \cdot Q^{-1} \cdot \partial_{y} Q-\partial_{y} \partial_{x} Q\right) \cdot Q^{-1}$, or, in index notation,

$$
g_{j m, k i}=g_{j r}\left(g_{i}^{r \lambda,} g_{\lambda \mu} g_{k}^{\mu v,}+g_{k}^{r \lambda,} g_{\lambda \mu} g_{i}^{\mu v,}-g_{k i}^{r v}\right) g_{v m} ;
$$

some manipulation is in order so to achieve the factorization that we desire.
We have that:

$$
\begin{aligned}
g_{j m, i k} & =g_{j r} g_{m v} \delta_{i}^{\zeta} \delta_{k}^{\xi}\left(g_{\zeta}^{r \lambda,} g_{\lambda \mu} g_{\xi}^{\mu v,}+g_{\xi}^{r \lambda,} g_{\lambda \mu} g_{\zeta}^{\mu v,}-g_{\zeta \xi}^{r v}\right) \\
& =g_{j r} g_{m v} g_{i u} g_{k s} g^{u \zeta} g^{s \xi}\left(g_{\zeta}^{r \lambda,} g_{\lambda \mu} g_{\xi}^{\mu v}+g_{\xi}^{r \lambda,} g_{\lambda \mu} g_{\zeta}^{\mu v}-g_{\zeta \zeta}^{r v,}\right) \\
& =g_{i u} g_{j r} g_{k s} g_{m v}\left[\left(g_{\zeta}^{r \lambda,} g^{\zeta u}\right) g_{\lambda \mu}\left(g_{\xi}^{\mu v} g^{\xi s}\right)+\left(g_{\xi}^{r \lambda,} g^{\xi s}\right) g_{\lambda \mu}\left(g_{\zeta}^{\mu v} g^{\zeta u}\right)-g^{r v,}{ }_{\zeta \xi}^{\zeta u} g^{\xi s}\right] \\
& =g_{i u} g_{j r} g_{k s} g_{m v}\left(g^{r \lambda, u} g_{\lambda \mu} g^{\mu v, s}+g^{r \lambda, s} g_{\lambda \mu} g^{\mu v, u}-g^{r v, s u}\right),
\end{aligned}
$$

where we have used definitions (4.15). Note that this is exactly the factorization (4.11) we needed. So the first four terms on the right-hand side of (4.12) may be rewritten, respectively, as follows:

$$
\begin{aligned}
g_{j m, k i} & =g_{i u} g_{j r} g_{k s} g_{m v}\left(g^{r \lambda, u} g_{\lambda \mu} g^{\mu v, s}+g^{r \lambda, s} g_{\lambda \mu} g^{\mu v, u}-g^{r v, s u}\right), \\
g_{i k, j m} & =g_{i u} g_{j r} g_{k s} g_{m v}\left(g^{u \lambda, v} g_{\lambda \mu} g^{\mu s, r}+g^{u \lambda, r} g_{\lambda \mu} g^{\mu s, v}-g^{s u, r v}\right), \\
-g_{j k, i m} & =g_{i u} g_{j r} g_{k s} g_{m v}\left(-g^{r \lambda, u} g_{\lambda \mu} g^{\mu s, v}-g^{r \lambda, v} g_{\lambda \mu} g^{\mu s, u}+g^{r s, u v}\right), \\
-g_{i m, j k} & =g_{i u} g_{j r} g_{k s} g_{m v}\left(-g^{u \lambda, r} g_{\lambda \mu} g^{\mu v, s}-g^{u \lambda, s} g_{\lambda \mu} g^{\mu v, r}+g^{u v, r s}\right),
\end{aligned}
$$

where the last three are obtained just by appropriately rearranging the indices. Again, we have achieved exactly the factorization that we wanted.
3.3. Expressions for the dual Riemannian Curvature Tensor. Inserting the formulas we have computed in the above subsections into the right-hand side of (4.12) and comparing the result with (4.11) yields the following formula:

$$
\begin{align*}
2 R^{u r s v}= & -g^{r v, u s}-g^{u s, r v}+g^{r s, u v}+g^{u v, r s}+2 \widetilde{\Gamma}_{\rho}^{r v} \widetilde{\Gamma}_{\sigma}^{u s} g^{\rho \sigma}-2 \widetilde{\Gamma}_{\rho}^{r s} \widetilde{\Gamma}_{\sigma}^{u v} g^{\rho \sigma}  \tag{4.16}\\
& +g^{r \lambda, u} g_{\lambda \mu} g^{\mu v, s}-g^{r \lambda, u} g_{\lambda \mu} g^{\mu s, v}+g^{u \lambda, r} g_{\lambda \mu} g^{\mu s, v}-g^{u \lambda, r} g_{\lambda \mu} g^{\mu v, s} \\
& +g^{r \lambda, s} g_{\lambda \mu} g^{\mu v, u}+g^{u \lambda, v} g_{\lambda \mu} g^{\mu s, r}-g^{r \lambda, v} g_{\lambda \mu} g^{\mu s, u}-g^{u \lambda, s} g_{\lambda \mu} g^{\mu v, r} .
\end{align*}
$$

In other words the structure of $R^{u r s v}$ is formally analogous to the one of $R_{i j k m}$ expressed by formula (4.5), except for the eight "correction terms" that appear in the last two lines of (4.16). Note, in particular, that the last four terms could be combined with the products of dual Christoffel symbols that appear in the first line. However, inserting the definitions of the Christoffel symbols so that they can be combined with the last four terms above is not that convenient, since the last four terms in (4.16) do not include any of the derivatives of the type $g^{r v, \varphi}, g^{u s, \varphi}, g^{r s, \varphi}$ or $g^{u v, \varphi}$, therefore doing so does not yield any significant simplification: in fact the two products of Christoffel symbols correspond to eighteen more elementary terms, only four of which can be combined with the four terms in the third line of the above expression. Also
note that the terms in the second line of (4.16) do not combine with anything else but stand by themselves.

We will now introduce some useful notation which will later ease the computation of sectional curvature in terms of the cometric tensor and its partial derivatives. Define $B_{\varphi}^{u, v} \triangleq g_{\varphi \psi} g^{\psi u, v}$ and consider the cotangent vectors $B^{u, v}=B_{\varphi}^{u, v} d x^{\varphi} \in T_{p}^{*} \mathcal{M}$; in such expressions indices $u$ and $v$ do not commute. The cometric, i.e. the inner product of cotangent vectors of this type in the cotangent space $T_{p}^{*} \mathcal{M}$ is given by $\left\langle B^{u, v}, B^{s, r}\right\rangle=B_{\varphi}^{u, v} B_{\psi}^{s, r}\left\langle d x^{\varphi}, d x^{\psi}\right\rangle=B_{\varphi}^{u, v} B_{\psi}^{s, r} g^{\varphi \psi}=g^{\eta u, v} g_{\eta \sigma} g^{\sigma s, r}$. Similarly, let $\widetilde{\Gamma}^{u v}=$ $\widetilde{\Gamma}_{\varphi}^{u v} d x^{\varphi} \in T_{p}^{*} \mathcal{M}$ so that $\left\langle\widetilde{\Gamma}^{u v}, \widetilde{\Gamma}^{s r}\right\rangle=\widetilde{\Gamma}_{\varphi}^{u v} \widetilde{\Gamma}_{\psi}^{s r}\left\langle d x^{\varphi}, d x^{\psi}\right\rangle=\widetilde{\Gamma}_{\varphi}^{u v} \widetilde{\Gamma}_{\psi}^{s r} g^{\varphi \psi}$. Note that with an abuse of notation we have indicated the cometric with $\langle\cdot, \cdot\rangle$, i.e. using the same symbol that we had used for the metric in previous sections. Also, for any pair of tangent vectors and the corresponding cotangent vectors $X^{b}=X_{i} d x^{i}, Y^{b}=Y_{i} d x^{i}$ in $T_{p}^{*} \mathcal{M}$ define a new vector $B\left(X^{b}, Y^{b}\right) \in T_{p}^{*} \mathcal{M}$ as follows: $B\left(X^{b}, Y^{b}\right) \triangleq X_{u} Y_{v} B_{\varphi}^{u, v} d x^{\varphi}$; again, note that in such definition $X^{b}$ and $Y^{b}$ do not commute. For a given set of dual Christoffel symbols, in an analogous fashion we define: $\widetilde{\Gamma}\left(X^{b}, Y^{b}\right) \triangleq X_{u} Y_{v} \widetilde{\Gamma}_{\varphi}^{u v} d x^{\varphi}$, in which case $X^{b}$ and $Y^{b}$ do commute.

With the above conventions we have that (4.16) can be rewritten as follows:

$$
\begin{align*}
2 R^{u r s v}= & -g^{r v, u s}-g^{u s, r v}+g^{r s, u v}+g^{u v, r s}+2\left\langle\widetilde{\Gamma}^{r v}, \widetilde{\Gamma}^{u s}\right\rangle-2\left\langle\widetilde{\Gamma}^{r s}, \widetilde{\Gamma}^{u v}\right\rangle  \tag{4.17}\\
& +\left\langle B^{r, u}, B^{v, s}\right\rangle-\left\langle B^{r, u}, B^{s, v}\right\rangle+\left\langle B^{u, r}, B^{s, v}\right\rangle-\left\langle B^{u, r}, B^{v, s}\right\rangle \\
& +\left\langle B^{r, s}, B^{v, u}\right\rangle+\left\langle B^{u, v}, B^{s, r}\right\rangle-\left\langle B^{r, v}, B^{s, u}\right\rangle-\left\langle B^{u, s}, B^{v, r}\right\rangle
\end{align*}
$$

Using the above expression one can easily verify that the dual tensor satisfies identities $R^{\text {rusv }}=-R^{u r s v}, R^{u r v s}=-R^{u r s v}, R^{s v u r}=R^{u r s v}$, and $R^{u r s v}+R^{u s v r}+R^{u v r s}=0$ for any choice of the indices $u, r, s$ and $v$, which are analogous to symmetries (4.3) for the regular Riemannian curvature tensor. Equation (4.17) can be manipulated fairly easily to compute the numerator of sectional curvature (4.4). In fact in the next section we will multiply it by the components of cotangent vectors $\left(X^{b}, Y^{b}, Y^{b}, X^{b}\right)$, many simplifications will occur and the numerator of (4.4) will finally take a surprisingly simple and elegant form (in terms of the cometric tensor and its partial
derivatives). However, it is actually convenient to have a "full blown" expression for the dual tensor: the reason why this is the case will be made evident is section 5 of the current chapter, where we will find bounds on sectional curvature as the solution of a generalized eigenvalue problem.

Proposition 4.3. The Riemannian curvature tensor with raised indices $R^{u r s v}$ may be written in function of the cometric tensor and its derivatives as follows:

$$
\begin{align*}
2 R^{u r s v}= & -g^{r v, s u}+g^{r s, u v}-g^{u s, r v}+g^{u v, r s}  \tag{1}\\
& -\frac{1}{2}\left\{g_{\eta}^{r s,} g^{\eta \sigma} g_{\sigma}^{u v,}-g_{\psi}^{r s,}\left(g^{\psi u, v}+g^{\psi v, u}\right)-g_{\varphi}^{u v,}\left(g^{\varphi r, s}+g^{\varphi s, r}\right)\right\}  \tag{2}\\
& +\frac{1}{2}\left\{g^{u s,}{ }_{\eta}^{u \sigma \sigma} g^{v r,}-g_{\sigma}^{u s,}\left(g^{\psi v, r}+g^{\psi r, v}\right)-g_{\varphi}^{v r,}\left(g^{\varphi u, s}+g^{\varphi s, u}\right)\right\} \tag{3}
\end{align*}
$$

$$
\begin{equation*}
+\frac{1}{2}\left(g^{\varphi u, s}-g^{\varphi s, u}\right) g_{\varphi \psi}\left(g^{\varphi r, v}-g^{\varphi v, r}\right) \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
-\frac{1}{2}\left(g^{\varphi r, s}-g^{\varphi, r}\right) g_{\varphi \psi}\left(g^{\varphi u, v}-g^{\varphi v, u}\right) \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
+\left(g^{\varphi u, r}-g^{\varphi r, u}\right) g_{\varphi \psi}\left(g^{\varphi s, v}-g^{\varphi v, s}\right), \tag{6}
\end{equation*}
$$

where, as usual, $g^{i j, k} \triangleq g^{i j}{ }_{\xi} g^{\xi k}$ and $g^{i j, k \ell} \triangleq g^{i j}{ }_{\xi \eta} g^{\xi k} g^{\eta \ell}$.

Remark. From now on, we shall refer to the six terms in the above proposition as $\mathrm{T}_{1}, \ldots, \mathrm{~T}_{6}$. Before proceeding to the proof we should note that we have achieved expressing the dual Riemannian curvature tensor in terms of the cometric tensor; the metric tensor (with "dummy" lower indices $\varphi$ and $\psi$ ) still appears in terms $\mathrm{T}_{4}, \mathrm{~T}_{5}$ and $T_{6}$, which will later reduce to only one in the formula for sectional curvature.

Proof. We will expand and recombine the terms in expression (4.17). Clearly the terms involving second derivatives need no manipulation. We can expand the Christoffel symbols as follows:

$$
2\left\langle\widetilde{\Gamma}^{u s}, \widetilde{\Gamma}^{r v}\right\rangle=\frac{1}{2}\left[\left(g^{\varphi u, s}+g^{\varphi s, u}\right)-g^{u s, \varphi}\right] g_{\varphi \eta} g^{\eta \sigma} g_{\sigma \psi}\left[\left(g^{\psi r, v}+g^{\varphi v, r}\right)-g^{r v, \psi}\right],
$$

that is:

$$
\begin{aligned}
2\left\langle\widetilde{\Gamma}^{u s}, \widetilde{\Gamma}^{r v}\right\rangle= & \frac{1}{2}\left\{g_{\eta}^{u s,} g^{\eta \sigma} g_{\sigma}^{r v,}-g_{\psi}^{u s,}\left(g^{\psi r, v}+g^{\psi v, r}\right)-g_{\varphi}^{r v}\left(g^{\varphi u, s}+g^{\varphi s, u}\right)\right\} \\
& +\frac{1}{2} \underbrace{\left(g^{\varphi u, s}+g^{\varphi s, u}\right) g_{\varphi \psi}\left(g^{\psi r, v}+g^{\psi v, r}\right)}_{\left\langle B^{u, s}+B^{s, u}, B^{r, v}+B^{v, r}\right\rangle} .
\end{aligned}
$$

We can now combine the inner product on the right-hand side of the above formula with the last two terms of (4.17) to get:

$$
\begin{aligned}
& \frac{1}{2}\left\langle B^{u, s}+B^{s, u}, B^{r, v}+B^{v, r}\right\rangle-\left\langle B^{r, v}, B^{s, u}\right\rangle-\left\langle B^{u, s}, B^{v, r}\right\rangle=\frac{1}{2}\left\langle B^{u, s}-B^{s, u}, B^{r, v}-B^{v, r}\right\rangle \\
& \quad=\frac{1}{2}\left(g^{\varphi u, s}-g^{\varphi, u}\right) g_{\varphi \psi}\left(g^{\psi r, v}-g^{\psi v, r}\right)
\end{aligned}
$$

whence we may conclude that

$$
2\left\langle\widetilde{\Gamma}^{u s}, \widetilde{\Gamma}^{r v}\right\rangle-\left\langle B^{r, v}, B^{s, u}\right\rangle-\left\langle B^{u, s}, B^{v, r}\right\rangle=\mathrm{T}_{3}+\mathrm{T}_{5} .
$$

In a completely similar fashion one can prove that:

$$
-2\left\langle\widetilde{\Gamma}^{r s}, \widetilde{\Gamma}^{u v}\right\rangle+\left\langle B^{r, s}, B^{v, u}\right\rangle+\left\langle B^{u, v}, B^{s, r}\right\rangle=\mathrm{T}_{2}+\mathrm{T}_{4}
$$

As far as the remaining four correction terms in the second line of formula (4.17) it is the case that:

$$
\begin{gathered}
\left\langle B^{r, u}, B^{v, s}\right\rangle-\left\langle B^{r, u}, B^{s, v}\right\rangle+\left\langle B^{u, r}, B^{s, v}\right\rangle-\left\langle B^{u, r}, B^{v, s}\right\rangle=\left\langle B^{r, u}-B^{u, r}, B^{v, s}-B^{s, v}\right\rangle \\
=\left(g^{\varphi r, u}-g^{\varphi u, r}\right) g_{\varphi \psi}\left(g^{\psi v, s}-g^{\psi s, v}\right)=\mathrm{T}_{6},
\end{gathered}
$$

and this concludes the proof.

## 4. Sectional Curvature in terms of the cometric tensor

The numerator of sectional curvature may be computed from the dual Riemannian curvature tensor by employing (4.10). Instead of using the "full-blown" expression provided by Proposition 4.3 we will work on the more compact formula (4.17), which
will make the procedure somewhat smoother and more elegant. Multiplying by the components of cotangent vectors ( $X^{b}, Y^{b}, Y^{b}, X^{b}$ ) yields:

$$
\begin{aligned}
2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}= & -Y_{r} X_{v} g^{r v, u s} X_{u} Y_{s}-X_{u} Y_{s} g^{u s, r v} Y_{r} X_{v} \\
& +Y_{r} Y_{s} g^{r s, u v} X_{u} X_{v}+X_{u} X_{v} g^{u v, r s} Y_{r} Y_{s} \\
& +2 Y_{r} X_{v}\left\langle\widetilde{\Gamma}^{r v}, \widetilde{\Gamma}^{u s}\right\rangle X_{u} Y_{s}-2 Y_{r} Y_{s}\left\langle\widetilde{\Gamma}^{r s}, \widetilde{\Gamma}^{u v}\right\rangle X_{u} X_{v} \\
& +Y_{r} X_{u}\left\langle B^{r, u}, B^{v, s}\right\rangle X_{v} Y_{s}-Y_{r} X_{u}\left\langle B^{r, u}, B^{s, v}\right\rangle Y_{s} X_{v} \\
& +X_{u} Y_{r}\left\langle B^{u, r}, B^{s, v}\right\rangle Y_{s} X_{v}-X_{u} Y_{r}\left\langle B^{u, r}, B^{v, s}\right\rangle X_{v} Y_{s} \\
& +Y_{r} Y_{s}\left\langle B^{r, s}, B^{v, u}\right\rangle X_{v} X_{u}-Y_{r} X_{v}\left\langle B^{r, v}, B^{s, u}\right\rangle Y_{s} X_{u} \\
& +X_{u} X_{v}\left\langle B^{u, v}, B^{s, r}\right\rangle Y_{s} Y_{r}-X_{u} Y_{s}\left\langle B^{u, s}, B^{v, r}\right\rangle X_{v} Y_{r},
\end{aligned}
$$

that is,

$$
\begin{aligned}
2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}= & Y_{r} Y_{s} g^{r s, u v} X_{u} X_{v}+X_{u} X_{v} g^{u v, r s} Y_{r} Y_{s}-2 X_{u} Y_{s} g^{u s, r v} Y_{r} X_{v} \\
& +2 Y_{r} X_{v}\left\langle\widetilde{\Gamma}^{r v}, \widetilde{\Gamma}^{u s}\right\rangle X_{u} Y_{s}-2 Y_{r} Y_{s}\left\langle\widetilde{\Gamma}^{r s}, \widetilde{\Gamma}^{u v}\right\rangle X_{u} X_{v} \\
& +2 X_{u} X_{v}\left\langle B^{u, v}, B^{s, r}\right\rangle Y_{s} Y_{r}+2 X_{u} Y_{r}\left\langle B^{u, r}, B^{s, v}\right\rangle Y_{s} X_{v} \\
& -2 X_{u} Y_{s}\left\langle B^{u, s}, B^{v, r}\right\rangle X_{v} Y_{r}-2 Y_{s} X_{u}\left\langle B^{s, u}, B^{r, v}\right\rangle Y_{r} X_{v} .
\end{aligned}
$$

Proceeding in a way that is completely analogous to the the proof of Proposition 4.2 we may rewrite the above expression as follows:

$$
\begin{align*}
2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}= & \left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{s u, r v}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& +2\left\|\widetilde{\Gamma}\left(X^{b}, Y^{b}\right)\right\|^{2}-2\left\langle\widetilde{\Gamma}\left(X^{b}, X^{b}\right), \widetilde{\Gamma}\left(Y^{b}, Y^{b}\right)\right\rangle  \tag{4.19}\\
& +2 X_{u} X_{v}\left\langle B^{u, v}, B^{s, r}\right\rangle Y_{s} Y_{r}+2 X_{u} Y_{r}\left\langle B^{u, r}, B^{s, v}\right\rangle Y_{s} X_{v} \\
& -2 X_{u} Y_{s}\left\langle B^{u, s}, B^{v, r}\right\rangle X_{v} Y_{r}-2 Y_{s} X_{u}\left\langle B^{s, u}, B^{r, v}\right\rangle Y_{r} X_{v},
\end{align*}
$$

so that the "correction terms" have been reduced in number, with respect to expressions (4.16) and (4.17), from eight to four. No further simplification is possible, unless we insert the definition of dual Christoffel symbols into the above equation. That is exactly what we are going to do next; now that the number of terms has almost been halved, the computation is not going to be unbearably complicated.

Theorem 4.4. For an arbitrary pair of vectors $X=X^{i} \partial_{i}$ and $Y=Y^{i} \partial_{i}$ in $T_{p} \mathcal{M}$ the numerator of sectional curvature (4.4) at point p may be written as:
$2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}$

$$
=\left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(g^{s u, r v}-\frac{1}{4} g_{\varphi}^{u s,} g^{r v, \varphi}+g_{\varphi}^{u s,} g^{\varphi r, v}-\frac{3}{2} g^{u \psi, r} g_{\psi \xi} g^{\xi s, v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right)
$$

where $X_{i}=g_{i j} X^{j}, Y_{i}=g_{i j} Y^{j}$ and, as usual, $g^{i j, k} \triangleq g_{\xi}^{i j,} g^{\xi k}$ and $g^{i j, k \ell} \triangleq g^{i j}{ }_{\xi \eta} g^{\xi k} g^{\eta \ell}$.

Proof. We shall split the right-hand side of (4.19) into three terms,

$$
\begin{aligned}
& \Phi_{1} \triangleq\left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{s u, r v}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& \Phi_{2} \triangleq 2\left\|\widetilde{\Gamma}\left(X^{b}, Y^{b}\right)\right\|^{2}-2\left\langle\widetilde{\Gamma}\left(X^{b}, X^{b}\right), \widetilde{\Gamma}\left(Y^{b}, Y^{b}\right)\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi_{3} \triangleq & 2 X_{u} X_{v}\left\langle B^{u, v}, B^{s, r}\right\rangle Y_{s} Y_{r}+2 X_{u} Y_{r}\left\langle B^{u, r}, B^{s, v}\right\rangle Y_{s} X_{v} \\
& -2 X_{u} Y_{s}\left\langle B^{u, s}, B^{v, r}\right\rangle X_{v} Y_{r}-2 Y_{s} X_{u}\left\langle B^{s, u}, B^{r, v}\right\rangle Y_{r} X_{v},
\end{aligned}
$$

so that the second derivatives of the inverse of the metric tensor are in term $\Phi_{1}$, the terms that concern the Christoffel symbols are contained in term $\Phi_{2}$, whereas term $\Phi_{3}$ consists of the "correction" previously discussed. Obviously we have that $2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}=\Phi_{1}+\Phi_{2}+\Phi_{3}$. Term $\Phi_{1}$ is in a form that cannot be further simplified. We shall manipulate the other two terms, $\Phi_{2}$ and $\Phi_{3}$, and then combine them; this will yield the surprisingly simple final form for the numerator of sectional curvature as a function of the derivatives of the inverse of the metric tensor reported in the statement of the theorem.

Inserting the definition of the dual Christoffel symbols into $\Phi_{2}$ yields:

$$
\begin{aligned}
\Phi_{2}= & \frac{1}{2} X_{u} Y_{r}\left[\left(g^{u \psi, r}+g^{r \psi, u}\right)-g^{u r, \psi}\right] g_{\psi \varphi} g^{\varphi \eta} g_{\eta \xi}\left[\left(g^{\xi s, v}+g^{\xi v, s}\right)-g^{s v, \xi}\right] Y_{s} X_{v} \\
& -\frac{1}{2} X_{u} X_{v}\left[\left(g^{u \psi, v}+g^{v \psi, u}\right)-g^{u v, \psi}\right] g_{\psi \varphi} g^{\varphi \eta} g_{\eta \xi}\left[\left(g^{\xi r, s}+g^{\xi s, r}\right)-g^{r s, \xi}\right] Y_{r} Y_{s},
\end{aligned}
$$

that is
(4.20a) $\Phi_{2}=+\frac{1}{2} X_{u} Y_{r}\left[g^{u r}{ }_{\varphi} g^{\varphi \eta} g_{\eta}^{s v,}-g_{\xi}^{u r,}\left(g^{\xi s, v}+g^{\xi v, s}\right)-g^{u r,}\left(g^{\psi u, r}+g^{\psi r, u}\right)\right] Y_{s} X_{v}$

$$
\begin{align*}
& -\frac{1}{2} X_{u} X_{v}\left[g_{\varphi}^{u v} g^{\varphi \eta} g_{\eta}^{r s,}-g_{\xi}^{u v,}\left(g^{\xi r, s}+g^{\xi s, r}\right)-g_{\psi}^{r s,}\left(g^{\psi u, v}+g^{\psi v, u}\right)\right] Y_{r} Y_{s}  \tag{4.20b}\\
& +\frac{1}{2} X_{u} Y_{r}\left(g^{\psi u, r}+g^{\psi r, u}\right) g_{\psi \xi}\left(g^{\xi s, v}+g^{\xi v, s}\right) X_{v} Y_{s}  \tag{4.20c}\\
& -\frac{1}{2} X_{u} X_{v}\left(g^{\psi u, v}+g^{\psi v, u}\right) g_{\psi \xi}\left(g^{\xi r, s}+g^{\xi s, r}\right) Y_{r} Y_{s}
\end{align*}
$$

The last two terms of (4.20a) may be written (following the multiplication by $X_{u} Y_{r} Y_{s} X_{v}$ ) as

$$
\begin{gathered}
X_{u} Y_{r} g_{\xi}^{u r,}\left(g^{\xi s, v}+g^{\xi v, s}\right) Y_{s} X_{v}+Y_{s} X_{v} g_{\xi}^{s v}\left(g^{\xi u, r}+g^{\xi r, u}\right) X_{u} Y_{r} \\
\quad=2 X_{u} Y_{r} g_{\xi}^{u r,}\left(g^{\xi s, v}+g^{\xi v, s}\right) Y_{s} X_{v},
\end{gathered}
$$

whereas the second term of (4.20b) may be manipulated as follows:

$$
X_{u} X_{v} g^{u v{ }_{\xi}}\left(g^{\xi r, s}+g^{\xi s, r}\right) Y_{r} Y_{s}=2 X_{u} X_{v} g_{\xi}^{u v,} g^{\xi r, s} Y_{r} Y_{s}
$$

and analogously for the third term of (4.20b):

$$
Y_{r} Y_{s} g^{r s,}\left(g^{\xi u, v}+g^{\xi v, u}\right) X_{u} X_{v}=2 Y_{r} Y_{s} g_{\xi}^{r s,} g^{\xi u, v} X_{u} X_{v} .
$$

Furthermore, the multiplication in line (4.20c) can be restated in the following terms:

$$
\begin{aligned}
& X_{u} Y_{r}\left(g^{\psi u, r}+g^{\psi r, u}\right) g_{\psi \xi}\left(g^{\xi s, v}+g^{\xi v, s}\right) X_{v} Y_{s} \\
& \quad=\left(X_{u} Y_{r}+Y_{u} X_{r}\right) g^{\psi r, u} g_{\psi \xi} g^{\xi s, v}\left(X_{v} Y_{s}+Y_{v} X_{s}\right),
\end{aligned}
$$

and the one in line (4.20d) can be simplified as:

$$
X_{u} X_{v}\left(g^{\psi u, v}+g^{\psi v, u}\right) g_{\psi \xi}\left(g^{\xi r, s}+g^{\xi s, r}\right) Y_{r} Y_{s}=4 X_{u} X_{v} g^{\psi u, v} g_{\psi \xi} g^{\xi r, s} Y_{r} Y_{s} .
$$

So $\Phi_{2}$ can be re-expressed as follows:

$$
\begin{aligned}
\Phi_{2}= & X_{u} Y_{r}\left[\frac{1}{2} g_{\varphi}^{u r} g^{\varphi \eta} g_{\eta}^{s v,}-g_{\xi}^{u r,}\left(g^{\xi s, v}+g^{\xi v, s}\right)\right] Y_{s} X_{v} \\
& -X_{u} X_{v}\left[\frac{1}{2} g_{\varphi}^{u v,} g^{\varphi \eta} g_{\eta}^{r s,}-g_{\xi}^{u v,} g^{\xi r, s}-g_{\xi}^{r s,} g^{\xi u, v}\right] Y_{r} Y_{s} \\
& +\frac{1}{2}\left(X_{u} Y_{r}+Y_{u} X_{r}\right) g^{\psi r, u} g_{\psi \xi} g^{\xi s, v}\left(X_{v} Y_{s}+Y_{v} X_{s}\right)-2 X_{u} X_{v} g^{\psi u, v} g_{\psi \xi} g^{\xi r, s} Y_{r} Y_{s} .
\end{aligned}
$$

Further simplifications are actually possible as far as the first two terms of the above expression are concerned. In fact, first note that:

$$
\begin{aligned}
&-\frac{1}{4}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{u s,} g^{\varphi \xi} g^{r r v}\left(X_{s} Y_{v}-Y_{s} X_{v}\right)= \\
&=-\frac{1}{4}\left(X_{u} Y_{r} g^{u s,} g^{\varphi \xi} g^{r v,} X_{s} Y_{v}-Y_{u} X_{r} g^{u s,} g^{\varphi \xi} g^{r v,} X_{s} Y_{v}\right. \\
&\left.\quad-X_{u} Y_{r} g^{u s,} g^{\varphi \xi} g^{r v,} Y_{s} X_{v}+Y_{u} X_{r} g^{u s,} g^{\varphi \xi} g^{r v,} Y_{s} X_{v}\right) \\
&=-\frac{1}{4}\left(X_{u} X_{s} g_{\varphi}^{u s,} g^{\varphi \xi} g^{r v}{ }_{\xi} Y_{r} Y_{v}-Y_{u} X_{s} g_{\varphi}^{u s} g^{\varphi \xi} g^{r v} X_{r} Y_{v}\right. \\
&\left.\quad-X_{u} Y_{s} g_{\varphi}^{u s} g^{\varphi \xi} g_{\xi}^{r v,} Y_{r} X_{v}+Y_{u} Y_{s} g_{\varphi}^{u s,} g^{\varphi \xi} g_{\xi}^{r v,} X_{r} X_{v}\right) \\
&= \frac{1}{2} X_{u} Y_{r} g_{\varphi}^{u r,} g^{\varphi \xi} g_{\xi}^{s v,} X_{s} Y_{v}-\frac{1}{2} X_{u} X_{v} g_{\varphi}^{u v,} g^{\varphi \xi} g^{r s,} Y_{r} Y_{s} .
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
&\left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{u s,}{ }_{\varphi}^{\varphi r, v}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
&= X_{u} Y_{r} g_{\varphi}^{u s,} g^{\varphi r, v} X_{s} Y_{v}-Y_{u} X_{r} g^{u s,} g^{\varphi r, v} X_{s} Y_{v} \\
&-X_{u} Y_{r} g^{u s,}{ }_{\varphi} g^{\varphi r, v} Y_{s} X_{v}+Y_{u} X_{r} g^{u s,} g^{\varphi r, v} Y_{s} X_{v} \\
&= X_{u} X_{s} g^{u s,}{ }_{\varphi}^{\varphi r, v} g_{r} Y_{v}-Y_{u} X_{s} g^{u s,} g^{\varphi r, v} X_{r} Y_{v} \\
&-X_{u} Y_{s} g^{u s,}{ }_{\varphi}^{\varphi r, v} g^{\varphi r,} X_{v}+Y_{u} Y_{s} g^{u s,} g^{\varphi r, v} X_{r} X_{v} \\
&= X_{u} Y_{v}\left[-g_{\xi}^{u r,}\left(g^{\xi s, v}+g^{\xi v, s}\right)\right] Y_{s} X_{v}-X_{u} X_{v}\left[-g_{\xi}^{u v,} g^{\xi r, s}-g^{r s,} g^{\xi u, v}\right] Y_{r} Y_{s},
\end{aligned}
$$

so that $\Phi_{2}$ can finally be written as

$$
\begin{aligned}
\Phi_{2}= & \left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(-\frac{1}{4} g_{\varphi}^{u s,} g^{r v, \varphi}+g_{\varphi}^{u s,} g^{\varphi r, v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& +\frac{1}{2}\left(X_{u} Y_{r}+Y_{u} X_{r}\right) g^{\psi r, u} g_{\psi \xi} g^{\xi s, v}\left(X_{v} Y_{s}+Y_{v} X_{s}\right)-2 X_{u} X_{v} g^{\psi u, v} g_{\psi \xi} g^{\xi r, s} Y_{r} Y_{s}
\end{aligned}
$$

As far as term $\Phi_{3}$ is concerned, we shall simply rewrite it as

$$
\begin{aligned}
\Phi_{3}= & 2 X_{u} X_{v} g^{u \psi, v} g_{\psi \xi} g^{s \xi, r} Y_{s} Y_{r}+2 X_{u} Y_{r} g^{u \psi, r} g_{\psi \xi} g^{\xi, v} Y_{s} X_{v} \\
& -2 X_{u} Y_{s} g^{u \psi, s} g_{\psi \xi} g^{v \xi, r} X_{v} Y_{r}-2 Y_{s} X_{u} g^{s \psi, u} g_{\psi \xi} g^{r \xi, v} Y_{r} X_{v}
\end{aligned}
$$

Combining such formula with the latest expression for $\Phi_{2}$ gives:

$$
\begin{aligned}
\Phi_{2}+\Phi_{3}= & \left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(-\frac{1}{4} g_{\varphi}^{u s,} g^{r v, \varphi}+g_{\varphi}^{u s,} g^{\varphi r, v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& +\frac{1}{2}\left(X_{u} Y_{r}+Y_{u} X_{r}\right) g^{\psi r, u} g_{\psi \xi} g^{\xi s, v}\left(X_{v} Y_{s}+Y_{v} X_{s}\right) \\
& +2 X_{u} Y_{r} g^{u \psi, r} g_{\psi \xi} g^{\xi s, v} Y_{s} X_{v} \\
& -2 X_{u} Y_{s} g^{u \psi, s} g_{\psi \xi} g^{v \xi, r} X_{v} Y_{r}-2 Y_{s} X_{u} g^{s \psi, u} g_{\psi \xi} g^{r \xi, v} Y_{r} X_{v} .
\end{aligned}
$$

Performing the multiplication on the second line of the right-hand side and recombining the resulting terms yields:

$$
\begin{aligned}
\Phi_{2}+\Phi_{3}= & \left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(-\frac{1}{4} g_{\varphi}^{u s,} g^{r v, \varphi}+g_{\varphi}^{u s,} g^{\varphi r, v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& +3 X_{u} Y_{r} g^{u \psi, r} g_{\psi \xi} g^{\xi s, v} Y_{s} X_{v} \\
& -\frac{3}{2} X_{u} Y_{s} g^{u \psi, s} g_{\psi \xi} g^{v \xi, r} X_{v} Y_{r}-\frac{3}{2} Y_{s} X_{u} g^{s \psi, u} g_{\psi \xi} g^{r \xi, v} Y_{r} X_{v}
\end{aligned}
$$

But we have that

$$
\begin{aligned}
- & \frac{3}{2}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{u \psi, r} g_{\psi \xi} g^{\xi s, v}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& =3 X_{u} Y_{r} g^{u \psi, r} g_{\psi \xi} g^{\xi s, v} Y_{s} X_{v}-\frac{3}{2} X_{u} Y_{s} g^{u \psi, s} g_{\psi \xi} g^{v \xi, r} X_{v} Y_{r}-\frac{3}{2} Y_{s} X_{u} g^{s \psi, u} g_{\psi \xi} g^{r \xi, v} Y_{r} X_{v},
\end{aligned}
$$

therefore:

$$
\begin{aligned}
& 2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}=\Phi_{1}+\Phi_{2}+\Phi_{3}= \\
& \quad=\left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(g^{s u, r v}-\frac{1}{4} g_{\varphi}^{u s,} g^{r v, \varphi}+g_{\varphi}^{u s,} g^{\varphi r, v}-\frac{3}{2} g^{u \psi, r} g_{\psi \xi} g^{\xi s, v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right),
\end{aligned}
$$

which is precisely what we wanted to prove.

REMARK. We have expressed the numerator of sectional curvature in terms of the cometric tensor and its derivatives; in the formula provided by Theorem 4.4 the only term in the middle factor that depends on the metric tensor (with lower indices) is the fourth one. We should note that the formula was later verified by professor Peter W. Michor of the University of Vienna, who provided an alternative proof [30] with index-free notation.

## 5. Bounds on Sectional Curvature

In this section we show how sectional curvature for an $n$-dimensional manifold $\mathcal{M}$ can be written as the ratio of quadratic forms on the space of alternating 2 -forms $\Lambda^{2}\left(T_{p} \mathcal{M}\right)$. This allows to formulate the the problem of finding bounds for sectional curvature as a generalized eigenvalue problem. In the case of three-dimensional manifolds (such as the manifold of three landmarks in one dimension) these bounds are actually achieved by computable pairs of tangent vectors. Following the spirit of the chapter we will express the results and formulas in terms of the cometric tensor and the dual Riemannian curvature tensor. These results, as well as those achieved in the previous sections, will be used in the next chapter to compute and plot the sectional curvature of landmark manifolds. We will indicate with $\Lambda^{k}(V)$ the linear space of alternating $k$-forms on a linear space $V$ (e.g. $\Lambda^{1}(V)=V^{*}$ ), and with $\Sigma^{k}(V)$ the set of symmetric $k$-tensors on space $V$; for reference, see [21] and [28].

The following proposition holds:

Proposition 4.5. For an arbitrary pair $X, Y \in T_{p} \mathcal{M}$ define $\omega=X^{b} \wedge Y^{b} \in$ $\Lambda^{2}\left(T_{p} \mathcal{M}\right)$, i.e. $\omega=\sum_{u<r}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) d x^{u} \wedge d x^{r}$. We can write sectional curvature at point $p \in \mathcal{M}$ as follows:

$$
K(X, Y)=\frac{\varrho(\omega, \omega)}{\gamma(\omega, \omega)}
$$

where:

- $\varrho$ is a symmetric bilinear form on $\Lambda^{2}\left(T_{p} \mathcal{M}\right)$, i.e. $\varrho \in \Sigma^{2}\left(\Lambda^{2}\left(T_{p} \mathcal{M}\right)\right)$, defined as follows: ${ }^{4}$

$$
\varrho(\eta, \xi)=-\eta_{u r} \frac{R^{u r s v}}{4} \xi_{s v}
$$

for any pair $\eta, \xi \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$. In the above definition we intend the following: $\eta_{u r}=\eta\left(\frac{\partial}{\partial x^{u}}, \frac{\partial}{\partial x^{r}}\right)$, i.e. $\eta=\sum_{u<r} \eta_{u r} d x^{u} \wedge d x^{r}$, and similarly for $\xi$.

[^8]- $\gamma$ is a symmetric bilinear form on $\Lambda^{2}\left(T_{p} \mathcal{M}\right)$, i.e. $\gamma \in \Sigma^{2}\left(\Lambda^{2}\left(T_{p} \mathcal{M}\right)\right)$, defined as follows:

$$
\gamma(\eta, \xi)=\eta_{u r} \frac{G^{u r s v}}{4} \xi_{s v}
$$

for any pair $\eta, \xi \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$, with $G^{u r s v}=g^{u s} g^{r v}-g^{u v} g^{r s}$. Note that $G^{u r s v}$ has the same symmetries as the dual Riemannian curvature tensor $R^{u r s v}$.

Proof. Sectional curvature associated to the 2-plane spanned by tangent vectors $X$ and $Y$ may be written as (4.4): $K(X, Y)=\frac{X^{i} Y^{j} R_{i j k} Y^{k} X^{\ell}}{\|X\|^{2}\|Y\|^{2}-\langle X, Y\rangle^{2}}$. We have that $X^{b}=X_{u} d x^{u}$ and $Y^{b}=Y_{r} d x^{r}$, so that $\omega=X^{b} \wedge Y^{b}=X_{u} Y_{r} d x^{u} \wedge d x^{r}=$ $\sum_{u<r}\left(X_{u} Y_{r}-X_{r} Y_{u}\right) d x^{u} \wedge d x^{r}$, by the skew-symmetry of the wedge product. By definition, $\varrho(\eta, \xi)=-\frac{1}{4} \eta_{u r} R^{u r s v} \xi_{s v}$, whence:

$$
\begin{aligned}
\varrho(\omega, \omega) & =-\frac{1}{4}\left(X_{u} Y_{r}-X_{r} Y_{u}\right) R^{u r s v}\left(X_{s} Y_{v}-X_{v} Y_{s}\right) \\
& =-\frac{1}{4}\left(X_{u} Y_{r} R^{u r s v} X_{s} Y_{v}-X_{u} Y_{r} R^{u r s v} X_{v} Y_{s}-X_{r} Y_{u} R^{u r s v} X_{s} Y_{v}+X_{r} Y_{u} R^{u r s v} X_{v} Y_{s}\right) \\
& =-\frac{1}{4} \cdot 4 X_{u} Y_{r} R^{u r s v} X_{s} Y_{v}=X_{u} Y_{r} R^{u r s v} Y_{s} X_{v},
\end{aligned}
$$

where we have used the well-knows symmetries of $R^{u r s v}$ multiple times. As far as the denominator is concerned, first note that $G^{u r s v}=g^{u s} g^{r v}-g^{u v} g^{r s}$ has the same symmetries as the dual Riemannian curvature tensor $R^{u r s v}$, since

$$
\begin{aligned}
& G^{\text {rusv }}=g^{r s} g^{u v}-g^{r v} g^{u s}=-G^{u r s v}, \\
& G^{u r v s}=g^{u v} g^{r s}-g^{u s} g^{r v}=-G^{u r s v}, \\
& G^{s v u r}=g^{s u} g^{v r}-g^{s r} g^{v u}=G^{u r s v} .
\end{aligned}
$$

By definition $\gamma(\eta, \xi)=\frac{1}{4} \eta_{u r} G^{u r s v} \xi_{s v}$, whence:

$$
\begin{aligned}
\gamma(\omega, \omega) & =\frac{1}{4}\left(X_{u} Y_{r}-X_{r} Y_{u}\right) G^{u r s v}\left(X_{s} Y_{v}-X_{v} Y_{s}\right)=X_{u} Y_{r} G^{u r s v} X_{s} Y_{v} \\
& =X_{u} Y_{r}\left(g^{u s} g^{r v}-g^{u v} g^{r s}\right) X_{s} Y_{v}=X_{u} g^{u s} X_{s} Y_{r} g^{r v} Y_{v}-X_{u} g^{u v} Y_{v} Y_{r} g^{r s} X_{s} \\
& =\|X\|^{2}\|Y\|^{2}-\langle X, Y\rangle^{2},
\end{aligned}
$$

since we have, for example, that $X_{u} g^{u s} X_{s}=X_{u} g^{u \xi} g_{\xi \psi} g^{\psi s} X_{s}=X^{\xi} g_{\xi \psi} X^{\psi}=\|X\|^{2}$.

Proposition 4.6. Bilinear forms $\varrho$ and $\gamma$ may be expressed as:

$$
\varrho(\eta, \xi)=-\sum_{u<r} \eta_{u r} \sum_{s<v} R^{u r s v} \xi_{s v} \quad \text { and } \quad \gamma(\eta, \xi)=\sum_{u<r} \eta_{u r} \sum_{s<v} G^{u r s v} \xi_{s v}
$$

for any $\eta, \xi \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$.
Proof. It follows from $\eta_{r u}=-\eta_{u r}, \xi_{r u}=-\xi_{u r}$ and the symmetries the two tensors of $G^{u r s v}$ and $R^{u r s v}$.

Corollary 4.7. Sectional curvature may be expressed as follows:

$$
\begin{equation*}
K(X, Y)=\frac{-\sum_{u<r} \omega_{u r} \sum_{s<v} R^{u r s v} \omega_{s v}}{\sum_{\bar{u}<\bar{r}} \omega_{\bar{u} \bar{r}} \sum_{\bar{s}<\bar{v}} G^{\bar{u} \bar{s} \bar{s}} \omega_{\bar{s} \bar{v}}}, \tag{4.21}
\end{equation*}
$$

where $\omega_{u r}=X_{u} Y_{r}-X_{r} Y_{u}$ for any pair of indices $u, r$.
We also introduce the linear operators:

$$
\begin{align*}
& \widetilde{R}: \Lambda^{2}\left(T_{p} \mathcal{M}\right) \rightarrow \Lambda^{2}\left(T_{p}^{*} M\right)  \tag{4.22}\\
& \quad: \sum_{s<v} \omega_{s v} d x^{s} \wedge d x^{v} \mapsto \sum_{u<r} w^{u r} \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}, \quad \text { with } \quad w^{u r}=\sum_{s<v} R^{u r s v} \omega_{s v},
\end{align*}
$$

and

$$
\begin{align*}
& \widetilde{G}: \Lambda^{2}\left(T_{p} \mathcal{M}\right) \rightarrow \Lambda^{2}\left(T_{p}^{*} M\right)  \tag{4.23}\\
& \quad: \sum_{s<v} \omega_{s v} d x^{s} \wedge d x^{v} \mapsto \sum_{u<r} w^{u r} \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}, \quad \text { with } \quad w^{u r}=\sum_{s<v} G^{u r s v} \omega_{s v}
\end{align*}
$$

Proposition 4.8. Linear operator $\widetilde{G}$ is invertible. In fact, if $w=\widetilde{G} \omega$ for some arbitrary $\omega \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$ then $\omega_{s v}=\sum_{u<r} H_{s v u r} w^{u r}$, with $H_{s v u r}=g_{s u} g_{v r}-g_{s r} g_{v u}$.

Proof. The proof consists of the following straightforward computation:

$$
\begin{aligned}
& \sum_{u<r} H_{\bar{s} \bar{u} u r} w^{u r}=\frac{1}{2} H_{\bar{s} \bar{u} u r} w^{u r}=\frac{1}{2} H_{\bar{s} \bar{u} u r} \sum_{s<v} G^{u r s v} \omega_{s v} \\
& =\frac{1}{4} H_{\bar{s} \bar{u} u r} G^{u r s v} \omega_{s v}=\frac{1}{4}\left(g_{\bar{s} u} g_{\bar{v} r}-g_{\bar{s} r} g_{\bar{v} u}\right)\left(g^{u s} g^{r v}-g^{u v} g^{r s}\right) \omega_{s v} \\
& =\frac{1}{4}\left(g_{\bar{s} u} g_{\bar{v} r} g^{u s} g^{r v}-g_{\bar{s} u} g_{\bar{v} r} g^{u v} g^{r s}-g_{\bar{s} r} g_{\bar{v} u} g^{u s} g^{r v}+g_{\bar{s} r} g_{\bar{v} u} g^{u v} g^{r s}\right) \omega_{s v} \\
& =\frac{1}{4}\left(\delta_{\bar{s}}^{s} \delta_{\bar{v}}^{v}-\delta_{\bar{s}}^{v} \delta_{\bar{v}}^{s}-\delta_{\bar{s}}^{v} \delta_{\bar{v}}^{s}+\delta_{\bar{s}}^{s} \delta_{\bar{v}}^{v}\right) \omega_{s v}=\frac{1}{2}\left(\delta_{\bar{s}}^{s} \delta_{\bar{v}}^{v}-\delta_{\bar{s}}^{v} \delta_{\bar{v}}^{s}\right) \omega_{s v}=\frac{1}{2}\left(\omega_{\bar{s} \bar{v}}-\omega_{\bar{v} \bar{s}}\right)=\omega_{\bar{s} \bar{v}}
\end{aligned}
$$

which, by the arbitrariness of $\omega$, proves the proposition.

With the above machinery, we can formulate the problem of finding bounds on sectional curvature as follows:
if: $-\sum_{s<v} R^{u r s v} \omega_{s v}=\sigma \sum_{s<v} G^{u r s v} \omega_{s v}$ for some $\sigma \in \mathbb{R}$, i.e. if $-\widetilde{R} \omega=\sigma \widetilde{G} \omega$, i.e. if $\sigma \in \mathbb{R}$ is a generalized eigenvalue $[\mathbf{2 6}]$ of the pair $(-\widetilde{R}, \widetilde{G})$ with generalized eigenvector $\omega$,
then: $K(X, Y)=\sigma$.

Remark. Since $\widetilde{G}$ is invertible by Proposition 4.8 the generalized spectrum of the pair $(-\widetilde{R}, \widetilde{G})$ coincides with the ordinary spectrum of the linear transformation $\Lambda^{2}\left(T_{p} \mathcal{M}\right) \rightarrow \Lambda^{2}\left(T_{p} \mathcal{M}\right): \omega \mapsto-\widetilde{G}^{-1} \widetilde{R} \omega$.

Given a chart around a point $p$ a basis for $\Lambda^{2}\left(T_{p} \mathcal{M}\right)$ is $\left\{d x^{s} \wedge d x^{v}: s<v\right\}$, while a basis for $\Lambda^{2}\left(T_{p}^{*} \mathcal{M}\right)$ is $\left\{\frac{\partial}{\partial x^{s}} \wedge \frac{\partial}{\partial x^{v}}: s<v\right\}$; both spaces have, in fact, dimension $\binom{n}{2}$. We may express linear transformations $\widetilde{R}$ and $\widetilde{G}$ with respect to such bases with matrices, whose elements are given precisely by coefficients $R^{u r s v}$ and $G^{u r s v}$, respectively. A way to write down matrix $\mathbf{G} \triangleq\left[G^{u r s v}\right]_{\substack{ \\s<v}}$ is the following:

$$
\mathbf{G}=\left[\begin{array}{cccc|ccc|c}
G^{1212} & G^{1213} & \cdots & G^{121 n} & G^{1223} & \cdots & G^{122 n} & \cdots \\
G^{1312} & G^{1313} & \cdots & G^{131 n} & G^{1323} & \cdots & G^{132 n} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \cdots \\
G^{1 n 12} & G^{1 n 13} & \cdots & G^{1 n 1 n} & G^{1 n 23} & \cdots & G^{1 n 2 n} & \cdots \\
\hline G^{2312} & G^{2313} & \cdots & G^{231 n} & G^{2323} & \cdots & G^{232 n} & \cdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \cdots \\
G^{2 n 12} & G^{2 n 13} & \cdots & G^{2 n 1 n} & G^{2 n 23} & \cdots & G^{2 n 2 n} & \cdots \\
\hline \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right] \in \mathbb{R}^{\binom{n}{2} \times\binom{ n}{2} ;}
$$

for example when $n=\operatorname{dim} \mathcal{M}=3$ we get:

$$
\mathbf{G}=\left[\begin{array}{ll|l}
G^{1212} & G^{1213} & G^{1223} \\
G^{1312} & G^{1313} & G^{1323} \\
\hline G^{2312} & G^{2313} & G^{2323}
\end{array}\right]
$$

Similar arguments hold for matrix $-\mathbf{R} \triangleq\left[-R^{u r s v}\right]_{\substack{ } v}$. Note that the generic diagonal element of $-\mathbf{R}$ is $-R^{\text {urur }}=R^{\text {urru }}$.

For completeness, we will state and prove the following fairly obvious fact, on the relationship between operators $\widetilde{R}, \widetilde{G}$ and the elements of the corresponding tensors.

Proposition 4.9. It is the case that

$$
\begin{aligned}
R^{i j k \ell} & =\left[\widetilde{R}\left(d x^{k} \wedge d x^{\ell}\right)\right]\left(d x^{i}, d x^{j}\right) \\
\text { and } \quad G^{i j k \ell} & =\left[\widetilde{G}\left(d x^{k} \wedge d x^{\ell}\right)\right]\left(d x^{i}, d x^{j}\right),
\end{aligned}
$$

for any choice of indices $i, j, k$ and $\ell$.

Proof. We shall prove the above proposition for $G^{i j k \ell}$. For the sake of computation, it is convenient to write $\widetilde{G} \omega$, with $\omega \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$, as a summation over all indices, as follows:

$$
\begin{align*}
\widetilde{G} \omega & =\sum_{u<r}\left(\sum_{s<v} G^{u r s v} \omega_{s v}\right) \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}=\frac{1}{2} \sum_{u<r}\left(G^{u r s v} \omega_{s v}\right) \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}} \\
& =\frac{1}{4} G^{u r s v} \omega_{s v} \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}, \tag{4.24}
\end{align*}
$$

where we have used the symmetries of $G^{u r s v}$, the fact that $\omega_{v s}=-\omega_{s v}$, and the skew-symmetry of the wedge product. For fixed indices $k$ and $\ell$, if $\omega=d x^{k} \wedge d x^{\ell}$ then

$$
\begin{aligned}
\omega_{s v} & =\left(d x^{k} \wedge d x^{\ell}\right)\left(\frac{\partial}{\partial x^{x}}, \frac{\partial}{\partial x^{v}}\right)=d x^{k}\left(\frac{\partial}{\partial x^{s}}\right) d x^{\ell}\left(\frac{\partial}{\partial x^{v}}\right)-d x^{k}\left(\frac{\partial}{\partial x^{v}}\right) d x^{\ell}\left(\frac{\partial}{\partial x^{s}}\right) \\
& =\delta_{s}^{k} \delta_{v}^{\ell}-\delta_{s}^{\ell} \delta_{v}^{k}
\end{aligned}
$$

by the definition of the wedge product. Substituting such expression into (4.24) yields:

$$
\begin{align*}
\widetilde{G}\left(d x^{k} \wedge d x^{\ell}\right) & =\frac{1}{4} G^{u r s v}\left(\delta_{s}^{k} \delta_{v}^{\ell}-\delta_{s}^{\ell} \delta_{v}^{k}\right) \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}=\frac{1}{4}\left(G^{u r k \ell}-G^{u r \ell k}\right) \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}} \\
& =\frac{1}{2} G^{u r k \ell} \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}, \tag{4.25}
\end{align*}
$$

where we have used the symmetries of $G^{u r s v}$. For arbitrary indices $i$ and $j$ it turns out that

$$
\left(\frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}}\right)\left(d x^{i}, d x^{j}\right)=\delta_{u}^{i} \delta_{r}^{j}-\delta_{u}^{j} \delta_{r}^{i} ;
$$

combining the above expression with (4.25) finally yields:

$$
\left[\widetilde{G}\left(d x^{k} \wedge d x^{\ell}\right)\right]\left(d x^{i}, d x^{j}\right)=\frac{1}{2} G^{u r k \ell}\left(\delta_{u}^{i} \delta_{r}^{j}-\delta_{u}^{j} \delta_{r}^{i}\right)=\frac{1}{2}\left(G^{i j k \ell}-G^{j i k \ell}\right)=G^{i j k \ell}
$$

An analogous computation holds for $\widetilde{R}$.
We shall denote by $\Sigma=\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}, m=\binom{n}{2}$, the generalized spectrum (the set of generalized eigenvalues) of the pair $(-\widetilde{R}, \widetilde{G})$, i.e. of the pair of matrices $(-\mathbf{R}, \mathbf{G})$. An upper bound and a lower bound for sectional curvature are given by, respectively, $\sigma_{\text {max }} \triangleq \max \Sigma$ and $\sigma_{\text {min }} \triangleq \min \Sigma$.

REmark. Once the set of generalized eigenvalues and eigenvectors is known, one can consider, for example, the eigenvector $\omega \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$ that corresponds to the maximum eigenvalue $\sigma_{\max }$. Unfortunately since the set of simple (or decomposable ${ }^{5}$ ) 2-forms $\left\{\eta \wedge \xi: \eta, \xi \in T_{p}^{*} \mathcal{M}\right\}$ is a proper subset $\Lambda^{2}\left(T_{p} \mathcal{M}\right)$ it is not necessarily the case that $\omega=X^{\mathrm{b}} \wedge Y^{\mathrm{b}}$ for some $X, Y \in T_{p} \mathcal{M}$. Therefore it may happen that $K(X, Y)$ is not equal to $\sigma_{\max }$ for any pair of tangent vectors, and $\sigma_{\max }$ and $\sigma_{\min }$ only provide, respectively, an upper and a lower bound for sectional curvature. However in the case of three-dimensional manifolds (such as the manifold of three landmarks in one dimension) the maximum and minimum eigenvalues of the spectrum $\Sigma$ are achieved by sectional curvature $K(X, Y)$ by appropriate choices of the tangent vectors, since it is the case that every 2 -form in $\Lambda^{2}\left(\mathbb{R}^{3}\right)$ is decomposable. In fact, if

$$
\omega=\omega_{12} d x^{1} \wedge d x^{2}+\omega_{23} d x^{2} \wedge d x^{3}+\omega_{31} d x^{3} \wedge d x^{1}
$$

- when $\omega_{12} \neq 0$ one can pick, for example, $\eta=d x^{1}-\frac{\omega_{23}}{\omega_{12}} d x^{3}$ and $\xi=\omega_{12} d x^{2}-$ $\omega_{31} d x^{3}$. It turns out that $\omega=\eta \wedge \xi$.
- when $\omega_{12}=0$ one may instead choose $\eta=-\omega_{31} d x^{1}+\omega_{23} d x^{2}$ and $\xi=d x^{3}$. Again, it is the case that $\omega=\eta \wedge \xi$.

Therefore in the case of a three-dimensional manifold once the generalized eigenvector $\omega_{\max }$ that corresponds to the maximum eigenvalue $\sigma_{\max }$ is known, the above formulas allow to compute the cotangent vectors $X^{b}, Y^{b} \in T_{p}^{*} \mathcal{M}$ such that $\omega_{\max }=X^{b} \wedge Y^{b}$.

[^9]The corresponding pair of tangent vectors $X, Y$ are those for which sectional curvature is maximal, i.e. $K(X, Y)=\sigma_{\max }$. The same holds for the minimum eigenvalue $\sigma_{\min }$ in the generalized spectrum.

We will conclude this section by showing how the generalized spectrum of the pair $(-\widetilde{R}, \widetilde{G})$ is related to the scalar curvature of the manifold. We recall from Differential Geometry $[\mathbf{1 1}, \mathbf{2 3}, \mathbf{2 7}]$ that the Ricci tensor

$$
\mathrm{Ric}=R_{j k} d x^{j} \otimes d x^{k}
$$

is the covariant 2-tensor field defined as the trace of the Riemannian curvature tensor on its first and last indices; in other words its components are defined as:

$$
R_{j k} \triangleq g^{i \ell} R_{i j k \ell} .
$$

The scalar curvature is the function $S$ defined as the trace of the Ricci tensor, i.e.:

$$
S \triangleq g^{j k} R_{j k}
$$

so that we can express it in terms of the dual Riemannian curvature tensor as follows:

$$
\begin{aligned}
S & =g^{i \ell} g^{j k} R_{i j k \ell}=g^{i \ell} g^{j k}\left(g_{i u} g_{j r} g_{k s} g_{\ell v} R^{u r s v}\right) \\
& =\delta_{u}^{\ell} \delta_{r}^{k} g_{k s} g_{\ell v} R^{u r s v}=g_{u v} g_{r s} R^{u r s v}
\end{aligned}
$$

The following proposition holds.

Proposition 4.10. Let $\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}, m=\binom{n}{2}$, be the generalized spectrum of the pair of linear operators $(-\widetilde{R}, \widetilde{G})$, defined in (4.22) and (4.23). Then it is the case that

$$
\sum_{i=1}^{m} \sigma_{i}=\frac{1}{2} S
$$

Proof. The generalized eigenvalues of the pair $(-\widetilde{R}, \widetilde{G})$ are the ordinary eigenvalues of the linear transformation $-\widetilde{G}^{-1} \widetilde{R}: \Lambda\left(T_{p} \mathcal{M}\right) \rightarrow \Lambda\left(T_{p} \mathcal{M}\right)$, since by Proposition 4.8 linear operator $\widetilde{G}$ is invertible; the components of inverse $\widetilde{G}^{-1}$ are given by $H_{s v u r}=g_{s u} g_{v r}-g_{s r} g_{v u}$. An arbitrary two-form $\omega \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$, which we can write
as $\omega=\sum_{s<v} \omega_{s v} d x^{s} \wedge d x^{v}$, gets mapped by $\widetilde{R}$ to $\widetilde{R} \omega=\sum_{u<r} w^{u r} \frac{\partial}{\partial x^{u}} \wedge \frac{\partial}{\partial x^{r}} \in \Lambda^{2}\left(T_{p}^{*} \mathcal{M}\right)$, with $w^{u r}=\sum_{s<v} R^{u r s v} \omega_{s v}$. Therefore if we define two-form $\eta \in \Lambda^{2}\left(T_{p} \mathcal{M}\right)$ as

$$
\eta=\widetilde{G}^{-1} \widetilde{R} \omega=\sum_{y<z} \eta_{y z} d x^{y} \wedge d x^{z}
$$

its components can be written as

$$
\eta_{y z}=\sum_{u<r} H_{y z u r} w^{u r}=\sum_{u<r} \sum_{s<v} H_{y z u r} R^{u r s v} \omega_{s v}=\sum_{s<v} L_{y z}^{s v} \omega_{s v},
$$

with:

$$
\begin{aligned}
L_{y z}{ }^{s v} & \triangleq \sum_{u<r} H_{y z u r} R^{u r s v}=\frac{1}{2} H_{y z u r} R^{u r s v}=\frac{1}{2}\left(g_{y u} g_{z r}-g_{y r} g_{z u}\right) R^{u r s v} \\
& =\frac{1}{2}\left(g_{y u} g_{z r} R^{u r s v}-g_{y r} g_{z u} R^{u r s v}\right)=g_{y u} g_{z r} R^{u r s v} .
\end{aligned}
$$

The summation of the ordinary eigenvalues of the linear transformation $-\widetilde{G}^{-1} \widetilde{R}$ is given by the ordinary trace of $-L_{y z}{ }^{s v}$ (intended as the summation of its diagonal elements):

$$
\begin{aligned}
\sum_{i=1}^{m} \sigma_{i} & =\sum_{y<z} \delta_{s v}^{y z}\left(-L_{y z}{ }^{s v}\right)=-\sum_{y<z} \delta_{s}^{y} \delta_{v}^{z} L_{y z}{ }^{s v}=-\frac{1}{2} \delta_{s}^{y} \delta_{v}^{z} L_{y z}{ }^{s v} \\
& =-\frac{1}{2} \delta_{s}^{y} \delta_{v}^{z} g_{y u} g_{z r} R^{u r s v}=-\frac{1}{2} g_{s u} g_{v r} R^{u r s v}=-\frac{1}{2} g_{s u} g_{v r} R^{u r v s}=\frac{1}{2} S
\end{aligned}
$$

which completes the proof.

## CHAPTER 5

## Curvature of the Landmarks Manifold

In the present chapter, which is central in this thesis, we apply the formulas that we developed in Chapter 4 to the Riemannian manifold of landmarks $\mathcal{I}$ introduced in Chapter 2. From now on we make the simplifying assumption that the smoothing parameter $\lambda$ is equal to infinity, i.e. that we are dealing with the exact matching problem. We start with analyzing the simplest but nonetheless very informative case of two landmarks in one dimension, and then move on to the case of three or more landmarks in one dimension. Finally we provide a general formula for sectional curvature for $N$ landmarks in $D$ dimensions. As we did in the previous chapter we adopt Einstein's summation convention. In some computations the rules of such convention are broken, e.g. the summation index may appear three times in the same factor; in such cases we write the summation symbol explicitly. In any case in most of the present chapter we denote summation symbols with Greek letters $(\varphi, \psi, \xi, \eta, \ldots)$. In the next chapter we will study the effect of curvature on the qualitative dynamics of landmarks, for which we derived the differential equations in Chapter 3.

We start by computing the dual Riemannian curvature tensor for $N$ one-dimensional landmarks, and then use the result for calculating sectional curvature for two onedimensional and three one-dimensional landmarks. This is followed by the computation of the general expression for sectional curvature of $N$ landmarks in $D$ dimensions by means of the formula provided by Theorem 4.4.

## 1. The dual curvature tensor for one-dimensional landmarks

We shall use Proposition 4.3 on the general form of the dual Riemannian curvature tensor from the previous chapter, which we repeat here for our convenience.

Proposition 5.1. The Riemannian curvature tensor with raised indices $R^{u r s v}$ may be written in function of the cometric tensor and its derivatives as follows:

$$
\begin{align*}
2 R^{u r s v}= & -g^{r v, s u}+g^{r s, u v}-g^{u s, r v}+g^{u v, r s}  \tag{1}\\
& -\frac{1}{2}\left\{g_{\eta}^{r s,} g^{\eta \sigma} g_{\sigma}^{u v,}-g^{r s,}{ }_{\psi}\left(g^{\psi u, v}+g^{\psi v, u}\right)-g_{\varphi}^{u v,}\left(g^{\varphi r, s}+g^{\varphi s, r}\right)\right\}  \tag{2}\\
& +\frac{1}{2}\left\{g_{\eta}^{u s,} g^{\eta \sigma} g_{\sigma}^{v r,}-g^{u s,}{ }_{\psi}\left(g^{\psi v, r}+g^{\psi r, v}\right)-g_{\varphi}^{v r,}\left(g^{\varphi u, s}+g^{\varphi s, u}\right)\right\} \tag{3}
\end{align*}
$$

$$
\begin{equation*}
-\frac{1}{2}\left(g^{\varphi r, s}-g^{\varphi, r}\right) g_{\varphi \psi}\left(g^{\varphi u, v}-g^{\varphi v, u}\right) \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
+\frac{1}{2}\left(g^{\varphi u, s}-g^{\varphi s, u}\right) g_{\varphi \psi}\left(g^{\varphi r, v}-g^{\varphi v, r}\right) \tag{5}
\end{equation*}
$$

$$
\begin{equation*}
+\left(g^{\varphi u, r}-g^{\varphi r, u}\right) g_{\varphi \psi}\left(g^{\varphi s, v}-g^{\varphi v, s}\right), \tag{6}
\end{equation*}
$$

where, as usual, $g^{i j, k} \triangleq g^{i j,}{ }_{\xi} g^{\xi k}$ and $g^{i j, k \ell} \triangleq g^{i j}{ }_{\xi \eta} g^{\xi k} g^{\eta \ell}$.

When $D=1$, expression (2.15) and differential equation (2.16) provided in Chapter 2 respectively take the forms:

$$
\begin{equation*}
\gamma(\varrho)=\frac{1}{2^{k-\frac{1}{2}} \pi^{\frac{1}{2}}(k-1)!} \frac{1}{a}\left(\frac{\varrho}{a}\right)^{k-\frac{1}{2}} K_{k-\frac{1}{2}}\left(\frac{\varrho}{a}\right), \tag{5.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma^{\prime \prime}=\frac{2 k-2}{\varrho} \gamma^{\prime}+\frac{1}{a^{2}} \gamma, \tag{5.3}
\end{equation*}
$$

where $k$ and $a^{2}$ are the parameters of differential operator $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$. We should also note that the most remarkable difference between one-dimesional and $D$ dimensional landmark manifolds is topological in nature, in that in the former case the manifold is not connected since the ordering of landmarks cannot change.
1.1. Generic elements of the dual curvature tensor. In the case of onedimensional landmarks the cometric tensor $g^{-1}(q)$ is a $N \times N$ matrix whose generic element $g^{i j}(q)=G\left(q^{i}, q^{j}\right)$ only depends on two of the $N$ variables; the diagonal elements are actually constant. Therefore, for a fixed index $k$, the matrix of partial derivatives $\left[g^{i j}{ }_{k}\right]_{i, j=1}^{N}$ will have only one nonzero row and one nonzero column, namely the $k$-th ones. Similarly, for fixed $k$ and $m$, with $k \neq m$, the the matrix of second
partial derivatives $\left[g^{i j,}{ }_{k m}\right]_{i, j=1}^{N}$ will have only two nonzero elements, namely those in positions $(k, m)$ and $(m, k)$. We shall return on this after proving of the following result.

Lemma 5.2. Let $\gamma:[0,+\infty) \rightarrow \mathbb{R}$ be the function such that $G(x, y)=\gamma(|x-y|)$ is the kernel of admissible space $V$. Then the first and second partial derivatives of the cometric tensor for $N$ one-dimensional landmarks are respectively given by:

$$
\begin{equation*}
g^{i j}{ }_{k}(q)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) \gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right) \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{i j j}{ }_{k m}(q)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left(\delta_{m}^{i}-\delta_{m}^{j}\right) \gamma^{\prime \prime}\left(\varrho^{i j}\right), \tag{5.5}
\end{equation*}
$$

where $\varrho^{i j} \triangleq\left|q^{i}-q^{j}\right|$ and sgn is the sign function.

Proof. We have that $g^{i j}(q)=\gamma\left(\varrho^{i j}\right)$, where $\varrho^{i j}=\left|q^{i}-q^{j}\right|$. Therefore

$$
g^{i j},{ }_{k}(q)=\frac{\partial}{\partial q^{k}} g^{i j}(q)=\left\{\begin{array}{cl}
0 & \text { for } k \neq i, k \neq j \\
\frac{\partial}{\partial q^{i}} \gamma\left(\varrho^{i j}\right) & \text { for } k=i \\
\frac{\partial}{\partial q^{i}} \gamma\left(\varrho^{i j}\right) & \text { for } k=j
\end{array} .\right.
$$

Now choose $k=i$ without loss of generality. By the chain rule we have that

$$
\frac{\partial}{\partial q^{i}} \gamma\left(\varrho^{i j}\right)=\gamma^{\prime}\left(\varrho^{i j}\right) \frac{\partial}{\partial q^{i}}\left|q^{i}-q^{j}\right|=\gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i}-q^{j}}{\left|q^{i}-q^{j}\right|}=\gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)
$$

Analogously, $\frac{\partial}{\partial q^{j}} \gamma\left(\varrho^{i j}\right)=\gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{j}-q^{i}\right)=-\gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)$. Combining the above formulas we finally have that:
$g^{i j}{ }_{k}(q)=\delta_{k}^{i} \gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)-\delta_{k}^{j} \gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) \gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)$.
Let us now compute the second derivatives:

$$
\begin{align*}
g_{k m}^{i j,}(q) & =\frac{\partial}{\partial q^{m}} g^{i j,},(q)=\frac{\partial}{\partial q^{m}}\left(\delta_{k}^{i}-\delta_{k}^{j}\right) \gamma^{\prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right) \\
& =\left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left\{\left[\frac{\partial}{\partial q^{m}} \gamma^{\prime}\left(\varrho^{i j}\right)\right] \operatorname{sgn}\left(q^{i}-q^{j}\right)+\gamma^{\prime}\left(\varrho^{i j}\right) \frac{\partial}{\partial q^{m}} \operatorname{sgn}\left(q^{i}-q^{j}\right)\right\} \\
& =\left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left[\frac{\partial}{\partial q^{m}} \gamma^{\prime}\left(\varrho^{i j}\right)\right] \operatorname{sgn}\left(q^{i}-q^{j}\right) . \tag{5.6}
\end{align*}
$$

The derivative in square brackets above may be rewritten as:

$$
\frac{\partial}{\partial q^{m}} \gamma^{\prime}\left(\varrho^{i j}\right)=\left\{\begin{array}{cl}
0 & \text { for } m \neq i, m \neq j  \tag{5.7}\\
\frac{\partial}{\partial q^{i}} \gamma^{\prime}\left(\varrho^{i j}\right) & \text { for } m=i \\
\frac{\partial}{\partial q^{j}} \gamma^{\prime}\left(\varrho^{i j}\right) & \text { for } m=j
\end{array}\right.
$$

Again, without loss of generality choose $m=i$. By the chain rule,

$$
\begin{aligned}
\frac{\partial}{\partial q^{i}} \gamma^{\prime}\left(\varrho^{i j}\right) & =\gamma^{\prime \prime}\left(\varrho^{i j}\right) \frac{\partial}{\partial q^{i}} \varrho^{i j}=\gamma^{\prime \prime}\left(\varrho^{i j}\right) \frac{\partial}{\partial q^{i}}\left|q^{i}-q^{j}\right| \\
& =\gamma^{\prime \prime}\left(\varrho^{i j}\right) \frac{q^{i}-q^{j}}{\left|q^{i}-q^{j}\right|}=\gamma^{\prime \prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)
\end{aligned}
$$

and analogously

$$
\frac{\partial}{\partial q^{j}} \gamma^{\prime}\left(\varrho^{i j}\right)=\gamma^{\prime \prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{j}-q^{i}\right)=-\gamma^{\prime \prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right) .
$$

Therefore we may write (5.7) in the following compact form:

$$
\frac{\partial}{\partial q^{m}} \gamma^{\prime}\left(\varrho^{i j}\right)=\left(\delta_{m}^{i}-\delta_{m}^{j}\right) \gamma^{\prime \prime}\left(\varrho^{i j}\right) \operatorname{sgn}\left(q^{i}-q^{j}\right)
$$

Inserting such expression into (5.6) finally yields:

$$
g^{i j,}{ }_{k m}(q)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left(\delta_{m}^{i}-\delta_{m}^{j}\right) \gamma^{\prime \prime}\left(\varrho^{i j}\right)\left[\operatorname{sgn}\left(q^{i}-q^{j}\right)\right]^{2},
$$

that is:

$$
g^{i j j}{ }_{k m}(q)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left(\delta_{m}^{i}-\delta_{m}^{j}\right) \gamma^{\prime \prime}\left(\varrho^{i j}\right),
$$

which is precisely what we wanted to prove.

Remark. Some comments about the expressions provided by the above lemma are in order. Consider matrix $S(q)$, whose generic element is given by $g^{i j}$. We have that $g^{i j}$ depends only on two out of the $N$ variables $\left(q^{1}, \ldots, q^{N}\right)$, namely $q^{i}$ and $q^{j}$. Therefore in matrix $\frac{\partial}{\partial q^{k}} S(q)$ only the $k$-th row and the $k$-th column are nonzero (with the notable exception of the element that lies on the diagonal, which must be zero). This fact is reflected in the right-hand side of expression (5.4), where the presence of factor $\left(\delta_{k}^{i}-\delta_{k}^{j}\right.$ ) implies that $g^{i j}{ }_{k}$ is nonzero only when $i=k$ or $j=k$ (again, note that when $i=j$ then $\delta_{k}^{i}-\delta_{k}^{j}=0$ so that all the elements on the diagonal of matrix $\frac{\partial}{\partial q^{k}} S(q)$ are zero, for all $k$ ). For a fixed value of index $k$, matrix $\frac{\partial}{\partial q^{k}} S(q)$ turns


Figure 5.1. Typical shape of function $\tilde{f}: \mathbb{R} \rightarrow \mathbb{R}$.
out to be skew-symmetric. As far as the second partial derivatives are concerned, since each of the "surviving" elements $g^{i j}{ }_{k}$ of matrix $\frac{\partial}{\partial q^{k}} S(q)$ depends only on the two variables $q^{i}$ and $q^{j}$, the following holds:

- if $m \neq k$ then matrix $\frac{\partial^{2}}{\partial q^{m} \partial q^{k}} S(q)$ will have only two nonzero elements, namely those in positions $(k, m)$ and $(m, k)$. This is reflected by the right-hand side of (5.5), which is nonzero only when either $i=k$ and $j=m$, or $i=m$ and $j=k$. If $i=j$ (diagonal elements) the right-hand side of (5.5) is zero.
- if $m=k$ then only the $k$-th row and the $k$-th column of matrix $\frac{\partial^{2}}{\partial\left(q^{k}\right)^{2}} S(q)$ are nonzero (with the usual exception of the diagonal element). Note that when $m=k$ expression (5.5) takes the form: $g^{i j}{ }_{k k}(q)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right)^{2} \gamma^{\prime \prime}\left(\varrho^{i j}\right)$, which is nonzero when either $i=k$ or $j=k$, once again with the exception $i=j$.

In any case, matrix $\frac{\partial^{2}}{\partial q^{m} \partial q^{k}} S(q)$ is symmetric for any choice of indices $k$ and $m$.
Definition 5.3. Let $\tilde{f}: \mathbb{R} \rightarrow \mathbb{R}$ be the map $x \mapsto \gamma^{\prime}(|x|) \operatorname{sgn}(x)$. Define:

$$
f(x, y) \triangleq \widetilde{f}(x-y)=\gamma^{\prime}(|x-y|) \operatorname{sgn}(x-y), \quad \text { for } x, y \in \mathbb{R}
$$

The above function is such that $f(x, y)=-f(y, x)$ and $f(x, x)=0$. Also, $f^{2}(x, y)=\left[\gamma^{\prime}(|x-y|)\right]^{2}$. The typical shape of function $\widetilde{f}(x)$ is shown in Figure 5.1. With the above definition we may write

$$
g^{i j}{ }_{k}(q)=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) f\left(q^{i}, q^{j}\right)
$$

by the first part of Lemma 5.2. The proposition that follows provides the expression for the generic element of the dual Riemannian curvature tensor for one-dimensional landmarks, as a function of $\gamma$ and its derivatives.

Proposition 5.4. In the case of one-dimensional landmarks, the six terms of the dual Riemannian curvature tensor listed in Proposition 5.1 take the following form:

$$
\begin{aligned}
& \mathrm{T}_{1}=- {\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{v u}\right)\right]\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{v s}\right)\right] \gamma^{\prime \prime}\left(\varrho^{r v}\right) } \\
&+ {\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{s u}\right)\right]\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{r s}\right) } \\
&- {\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)\right]\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{s v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{u s}\right) } \\
&+ {\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{v r}\right)\right]\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{v s}\right)\right] \gamma^{\prime \prime}\left(\varrho^{u v}\right), } \\
& \mathrm{T}_{2}+\mathrm{T}_{3}=\frac{1}{2}\left(\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{s r}\right)+\gamma\left(\varrho^{s v}\right)\right] f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\right. \\
&-\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s u}\right)+\gamma\left(\varrho^{s v}\right)\right] f\left(q^{r}, q^{s}\right) f\left(q^{u}, q^{v}\right) \\
&+\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right]\left\{f\left(q^{s}, q^{u}\right) f\left(q^{u}, q^{r}\right)-f\left(q^{s}, q^{r}\right)\left[f\left(q^{s}, q^{u}\right)+f\left(q^{u}, q^{r}\right)\right]\right\} \\
&+\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{u s}\right)\right]\left\{f\left(q^{v}, q^{r}\right) f\left(q^{r}, q^{u}\right)-f\left(q^{v}, q^{u}\right)\left[f\left(q^{v}, q^{r}\right)+f\left(q^{r}, q^{u}\right)\right]\right\} \\
&-\left[\gamma\left(\varrho^{s u}\right)-\gamma\left(\varrho^{v u}\right)\right]\left\{f\left(q^{r}, q^{s}\right) f\left(q^{s}, q^{v}\right)-f\left(q^{r}, q^{v}\right)\left[f\left(q^{r}, q^{s}\right)+f\left(q^{s}, q^{v}\right)\right]\right\} \\
&\left.-\left[\gamma\left(\varrho^{v r}\right)-\gamma\left(\varrho^{s r}\right)\right]\left\{f\left(q^{u}, q^{v}\right) f\left(q^{v}, q^{s}\right)-f\left(q^{u}, q^{s}\right)\left[f\left(q^{u}, q^{v}\right)+f\left(q^{v}, q^{s}\right)\right]\right\}\right), \\
& \mathrm{T}_{4}=- \frac{1}{2} \sum_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{s \varphi}\right)\right] f\left(q^{r}, q^{\varphi}\right)-\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{r \varphi}\right)\right] f\left(q^{s}, q^{\varphi}\right)\right\} \\
& \cdot g_{\varphi \psi}\left\{f\left(q^{\psi}, q^{u}\right)\left[\gamma\left(\varrho^{\psi v}\right)-\gamma\left(\varrho^{u v}\right)\right]-f\left(q^{\psi}, q^{v}\right)\left[\gamma\left(\varrho^{\psi u}\right)-\gamma\left(\varrho^{u v}\right)\right]\right\}, \\
& \mathrm{T}_{5}=\frac{1}{2} \sum_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{s \varphi}\right)\right] f\left(q^{u}, q^{\varphi}\right)-\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{u \varphi}\right)\right] f\left(q^{s}, q^{\varphi}\right)\right\} \\
& \cdot g_{\varphi \psi}\left\{f\left(q^{\psi}, q^{r}\right)\left[\gamma\left(\varrho^{\psi v}\right)-\gamma\left(\varrho^{r v}\right)\right]-f\left(q^{\psi}, q^{v}\right)\left[\gamma\left(\varrho^{\psi r}\right)-\gamma\left(\varrho^{v r}\right)\right]\right\}, \\
& \mathrm{T}_{6}=\sum_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{r \varphi}\right)\right] f\left(q^{u}, q^{\varphi}\right)-\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{u \varphi}\right)\right] f\left(q^{r}, q^{\varphi}\right)\right\} \\
& g_{\varphi \psi}\left\{f\left(q^{\psi}, q^{s}\right)\left[\gamma\left(\varrho^{\psi v}\right)-\gamma\left(\varrho^{s v}\right)\right]-f\left(q^{\psi}, q^{v}\right)\left[\gamma\left(\varrho^{\psi s}\right)-\gamma\left(\varrho^{v s}\right)\right]\right\} .
\end{aligned}
$$

Remark. As we anticipated at the beginning of the chapter we have written the summation symbols (such as $\sum_{\varphi \psi}$ ) explicitly where the rules of Einstein's summation conventions are broken, for example when the summation index appears more than
twice in a product. In any case, in the above expressions and in the proof that follows Greek letters are used for summation indices.

Proof of Proposition 5.4. We will compute the six terms one by one. We have that

$$
\begin{aligned}
g^{r v, s u} & =g_{\xi \eta}^{r v} g^{\xi s} g^{\eta u}=\left(\delta_{\xi}^{r}-\delta_{\xi}^{v}\right)\left(\delta_{\eta}^{r}-\delta_{\eta}^{v}\right) \gamma^{\prime \prime}\left(\varrho^{r v}\right) \gamma\left(\varrho^{\xi s}\right) \gamma\left(\varrho^{\eta u}\right) \\
& =\left[\gamma\left(\varrho^{s r}\right)-\gamma\left(\varrho^{s v}\right)\right]\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{u v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{r v}\right) ;
\end{aligned}
$$

by appropriately rearranging the labels one can get analogous expressions for $g^{r s, u v}$, $g^{u s, r v}$, and $g^{u v, r s}$; the expression for $\mathrm{T}_{1}$ follows immediately. As far as terms $\mathrm{T}_{2}$ and $\mathrm{T}_{3}$ are concerned, it is the case that:

$$
\begin{aligned}
g_{\eta}^{r s} g^{\eta \sigma} g_{\sigma}^{u v,} & =\left(\delta_{\eta}^{r}-\delta_{\eta}^{s}\right) f\left(q^{r}, q^{s}\right) \gamma\left(\varrho^{\eta \sigma}\right)\left(\delta_{\sigma}^{u}-\delta_{\sigma}^{v}\right) f\left(q^{u}, q^{v}\right) \\
& =\left(\delta_{\eta}^{r} \delta_{\sigma}^{u}-\delta_{\eta}^{r} \delta_{\sigma}^{v}-\delta_{\eta}^{s} \delta_{\sigma}^{u}+\delta_{\eta}^{s} \eta_{\sigma}^{v}\right) \gamma\left(\varrho^{\eta \sigma}\right) f\left(q^{r}, q^{s}\right) f\left(q^{u}, q^{v}\right) \\
& =\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s u}\right)+\gamma\left(\varrho^{s v}\right)\right] f\left(q^{r}, q^{s}\right) f\left(q^{u}, q^{v}\right) .
\end{aligned}
$$

By appropriately relabeling the indices, we can use the above formula to express the summation of the first terms of $\mathrm{T}_{1}$ and $\mathrm{T}_{2}$ :

$$
\begin{align*}
-\frac{1}{2} & \left\{g_{\eta}^{r s,} g^{\eta \sigma} g_{\sigma}^{u v,}-g_{\eta}^{u s,} g^{\eta \sigma} g_{\sigma}^{v r,}\right\}  \tag{5.8}\\
= & \frac{1}{2}\left\{g_{\eta}^{u s,} g^{\eta \sigma} g_{\sigma}^{v r,}-g_{\eta}^{r s,} g^{\eta \sigma} g_{\sigma}^{u v,}\right\} \\
= & \frac{1}{2}\left\{\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{s r}\right)+\gamma\left(\varrho^{s v}\right)\right] f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\right. \\
& \left.\quad-\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s u}\right)+\gamma\left(\varrho^{s v}\right)\right] f\left(q^{r}, q^{s}\right) f\left(q^{u}, q^{v}\right)\right\} .
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
& g^{r s,}\left(g^{\psi u, v}+g^{\psi v, u}\right) \\
& \quad=g^{r s,}{ }_{\psi}\left(g_{\sigma}^{\psi u,} g^{\sigma v}+g_{\sigma}^{\psi v,} g^{\sigma u}\right) \\
& \quad=\sum_{\psi}\left(\delta_{\psi}^{r}-\delta_{\psi}^{s}\right) f\left(q^{r}, q^{s}\right)\left[\left(\delta_{\sigma}^{\psi}-\delta_{\sigma}^{u}\right) f\left(q^{\psi}, q^{u}\right) \gamma\left(\varrho^{\sigma v}\right)+\left(\delta_{\sigma}^{\psi}-\delta_{\sigma}^{v}\right) f\left(q^{\psi}, q^{v}\right) \gamma\left(\varrho^{\sigma u}\right)\right] \\
& \quad=\sum_{\psi}\left(\delta_{\psi}^{r}-\delta_{\psi}^{s}\right) f\left(q^{r}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{\psi v}\right)-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{\psi}, q^{u}\right)+\left[\gamma\left(\varrho^{\psi u}\right)-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{\psi}, q^{v}\right)\right\},
\end{aligned}
$$

so that we can finally write

$$
\begin{aligned}
g^{r s} & \left(g^{\psi u, v}+g^{\psi v, u}\right) \\
= & f\left(q^{r}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{r}, q^{u}\right)+\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{r}, q^{v}\right)\right. \\
& \left.-\left[\gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{s}, q^{u}\right)-\left[\gamma\left(\varrho^{s u}\right)-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{s}, q^{v}\right)\right\} .
\end{aligned}
$$

We can use such expression to write the summation of the last two terms of both $\mathrm{T}_{1}$ and $T_{2}$ as follows (modulo the multiplication by $\frac{1}{2}$ ):

$$
\begin{align*}
&(\star) \triangleq g^{r s,}{ }_{\psi}\left(g^{\psi u, v}+g^{\psi v, u}\right)+g_{\varphi}^{u v,}\left(g^{\varphi r, s}+g^{\varphi s, r}\right) \\
&-g_{\psi}^{u s,}\left(g^{\psi v, r}+g^{\psi r, v}\right)-g_{\varphi}^{v r}\left(g^{\varphi u, s}+g^{\varphi s, u}\right) \\
&=+f\left(q^{r}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{r}, q^{u}\right)+\left[\underline{\gamma\left(\varrho^{r u}\right)}-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{r}, q^{v}\right)\right.  \tag{5.9a}\\
&\left.-\left[\underline{\gamma\left(\varrho^{s v}\right)}-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{s}, q^{u}\right)-\left[\gamma\left(\varrho^{s u}\right)-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{s}, q^{v}\right)\right\}  \tag{5.9b}\\
&+f\left(q^{u}, q^{v}\right)\left\{\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{r s}\right)\right] f\left(q^{u}, q^{r}\right)+\left[\underline{\gamma\left(\varrho^{r u}\right)}-\gamma\left(\varrho^{s r}\right)\right] f\left(q^{u}, q^{s}\right)\right.  \tag{5.9c}\\
&\left.-\left[\underline{\gamma\left(\varrho^{s v}\right)}-\gamma\left(\varrho^{r s}\right)\right] f\left(q^{v}, q^{r}\right)-\left[\gamma\left(\varrho^{v r}\right)-\gamma\left(\varrho^{s r}\right)\right] f\left(q^{v}, q^{s}\right)\right\}  \tag{5.9d}\\
&-f\left(q^{u}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right] f\left(q^{u}, q^{r}\right)+\left[\underline{\gamma\left(\varrho^{r u}\right)}-\gamma\left(\varrho^{v r}\right)\right] f\left(q^{u}, q^{v}\right)\right.  \tag{5.9e}\\
&\left.-\left[\underline{\gamma\left(\varrho^{s v}\right)}-\gamma\left(\varrho^{r v}\right)\right] f\left(q^{s}, q^{r}\right)-\left[\gamma\left(\varrho^{s r}\right)-\gamma\left(\varrho^{v r}\right)\right] f\left(q^{s}, q^{v}\right)\right\}  \tag{5.9f}\\
&-f\left(q^{r}, q^{v}\right)\left\{\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{r}, q^{u}\right)+\left[\underline{\gamma\left(\varrho^{r u}\right)}-\gamma\left(\varrho^{s u}\right)\right] f\left(q^{r}, q^{s}\right)\right. \\
&\left.-\left[\underline{\gamma\left(\varrho^{s v}\right)}-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{v}, q^{u}\right)-\left[\gamma\left(\varrho^{v u}\right)-\gamma\left(\varrho^{s u}\right)\right] f\left(q^{v}, q^{s}\right)\right\} ; \tag{5.9h}
\end{align*}
$$

the underlined terms in the above expression cancel two by two: precisely, (5.9a) cancels with $(5.9 \mathrm{~g})$, (5.9b) with (5.9f), (5.9c) with (5.9e), and (5.9d) with (5.9h); in some cases the antisymmetry of function $f$ is used. By recombining the surviving
terms in the square brackets two by two yields:

$$
\begin{align*}
&(\star)=+f\left(q^{r}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{r}, q^{u}\right)-\left[\gamma\left(\varrho^{s u}\right)-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{s}, q^{v}\right)\right. \\
&-\underline{\left.\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{u v}\right)\right] f\left(q^{s}, q^{u}\right)\right\}}  \tag{5.10a}\\
&+f\left(q^{u}, q^{v}\right)\left\{\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{r s}\right)\right] f\left(q^{u}, q^{r}\right)-\left[\gamma\left(\varrho^{v r}\right)-\gamma\left(\varrho^{s r}\right)\right] f\left(q^{v}, q^{s}\right)\right. \\
&-\underline{\left.\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{r s}\right)\right] f\left(q^{v}, q^{r}\right)\right\}}  \tag{5.10b}\\
&-f\left(q^{u}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right] f\left(q^{u}, q^{r}\right)-\left[\gamma\left(\varrho^{s r}\right)-\gamma\left(\varrho^{v r}\right)\right] f\left(q^{s}, q^{v}\right)\right. \\
&+\underline{\left.\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{r v}\right)\right] f\left(q^{u}, q^{v}\right)\right\}}  \tag{5.10c}\\
&-f\left(q^{r}, q^{v}\right)\left\{\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{r}, q^{u}\right)-\left[\gamma\left(\varrho^{v u}\right)-\gamma\left(\varrho^{s u}\right)\right] f\left(q^{v}, q^{s}\right)\right. \\
&+\underline{\left.\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{r}, q^{s}\right)\right\},} \tag{5.10d}
\end{align*}
$$

where we have underlined the terms deriving from the recombinations: term (5.10a) derives from combining the surviving terms in the square brackets in (5.9b) and in (5.9f), term (5.10b) from (5.9d) and (5.9h), term (5.10c) from (5.9e) and (5.9c), and term (5.10d) from (5.9g) and (5.9a). Two terms in each pair of curly brackets can be factorized as:

$$
\begin{aligned}
& (\star)= \\
& \quad+f\left(q^{r}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right]\left[f\left(q^{u}, q^{r}\right)+f\left(q^{s}, q^{u}\right)\right]-\left[\gamma\left(\varrho^{s u}\right)-\gamma\left(\varrho^{v u}\right)\right] f\left(q^{s}, q^{v}\right)\right\} \\
& \quad+f\left(q^{u}, q^{v}\right)\left\{\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{u s}\right)\right]\left[f\left(q^{r}, q^{u}\right)+f\left(q^{v}, q^{r}\right)\right]-\left[\gamma\left(\varrho^{v r}\right)-\gamma\left(\varrho^{s r}\right)\right] f\left(q^{v}, q^{s}\right)\right\} \\
& \quad-f\left(q^{u}, q^{s}\right)\left\{\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right] f\left(q^{u}, q^{r}\right)+\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{r v}\right)\right]\left[f\left(q^{u}, q^{v}\right)+f\left(q^{v}, q^{s}\right)\right]\right\} \\
& \quad-f\left(q^{r}, q^{v}\right)\left\{\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{r}, q^{u}\right)+\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{u s}\right)\right]\left[f\left(q^{r}, q^{s}\right)+f\left(q^{s}, q^{v}\right)\right]\right\},
\end{aligned}
$$

so that we can finally write $(\star)$ as the summation of four terms:

$$
\begin{aligned}
(\star)= & +\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right]\left\{f\left(q^{s}, q^{u}\right) f\left(q^{u}, q^{r}\right)-f\left(q^{s}, q^{r}\right)\left[f\left(q^{s}, q^{u}\right)+f\left(q^{u}, q^{r}\right)\right]\right\} \\
& +\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{u s}\right)\right]\left\{f\left(q^{v}, q^{r}\right) f\left(q^{r}, q^{u}\right)-f\left(q^{v}, q^{u}\right)\left[f\left(q^{v}, q^{r}\right)+f\left(q^{r}, q^{u}\right)\right]\right\} \\
& -\left[\gamma\left(\varrho^{u s}\right)-\gamma\left(\varrho^{u v}\right)\right]\left\{f\left(q^{r}, q^{s}\right) f\left(q^{s}, q^{v}\right)-f\left(q^{r}, q^{v}\right)\left[f\left(q^{r}, q^{s}\right)+f\left(q^{s}, q^{v}\right)\right]\right\} \\
& -\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{r s}\right)\right]\left\{f\left(q^{u}, q^{v}\right) f\left(q^{v}, q^{s}\right)-f\left(q^{u}, q^{s}\right)\left[f\left(q^{u}, q^{v}\right)+f\left(q^{v}, q^{s}\right)\right]\right\},
\end{aligned}
$$

which coincide precisely with the last four terms of $\mathrm{T}_{2}+\mathrm{T}_{3}$.
Moving on to terms $\mathrm{T}_{4}, \mathrm{~T}_{5}$, and $\mathrm{T}_{6}$ we have that, for example,

$$
\begin{equation*}
g^{\varphi u, s}=g^{\varphi u}{ }_{\eta} g^{\eta s}=\left(\delta_{\eta}^{\varphi}-\delta_{\eta}^{u}\right) f\left(q^{\varphi}, q^{u}\right) \gamma\left(\varrho^{\eta s}\right)=\left[\gamma\left(\varrho^{\varphi s}\right)-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{\varphi}, q^{u}\right), \tag{5.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
g^{\varphi u, s}-g^{\varphi s, u}=\left\{\left[\gamma\left(\varrho^{\varphi s}\right)-\gamma\left(\varrho^{u s}\right)\right] f\left(q^{\varphi}, q^{u}\right)-\left[\gamma\left(\varrho^{\varphi u}\right)-\gamma\left(\varrho^{s u}\right)\right] f\left(q^{\varphi}, q^{s}\right)\right\} \tag{5.12}
\end{equation*}
$$

while

$$
g^{\psi r, v}-g^{\psi v, r}=\left\{\left[\gamma\left(\varrho^{\psi v}\right)-\gamma\left(\varrho^{r v}\right)\right] f\left(q^{\psi}, q^{r}\right)-\left[\gamma\left(\varrho^{\psi r}\right)-\gamma\left(\varrho^{v r}\right)\right] f\left(q^{\psi}, q^{v}\right)\right\} .
$$

The expression for $\mathrm{T}_{5}$ follows immediately from the antisymmetry of function $f$, whereas those for $\mathrm{T}_{4}$ and $\mathrm{T}_{6}$ are obtained in a completely similar manner.
1.2. Diagonal elements of the tensor. One may be interested in the general form of the diagonal elements of the dual Riemannian curvature tensor; for example, in the simple case of two one-dimensional landmarks the Riemannian curvature tensor consists of only one element. The following result holds.

Proposition 5.5. The diagonal elements of the Riemannian curvature tensor are given by $\left.R^{u r s v}\right|_{\substack{s=u \\ v=r}}=R^{\text {urur }}=\frac{1}{2} \sum_{i=1}^{6} \mathrm{~T}_{i}$, with:

$$
\begin{aligned}
\mathrm{T}_{1}= & -2\left[\gamma(0)-\gamma\left(\varrho^{u r}\right)\right]^{2} \gamma^{\prime \prime}\left(\varrho^{u r}\right), \\
\mathrm{T}_{2}+\mathrm{T}_{3}= & {\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right] \cdot\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2}, } \\
\mathrm{~T}_{5}= & 0, \\
\mathrm{~T}_{4}+\mathrm{T}_{6}= & \frac{3}{2} \sum_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{r \varphi}\right)\right] f\left(q^{u}, q^{\varphi}\right)-\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{u \varphi}\right)\right] f\left(q^{r}, q^{\varphi}\right)\right\} \\
& \cdot g_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{\psi r}\right)\right] f\left(q^{u}, q^{\psi}\right)-\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{\psi u}\right)\right] f\left(q^{r}, q^{\psi}\right)\right\} .
\end{aligned}
$$

REmARK. Of the three nonzero terms in the expression for $2 R^{u r u r}$ provided by Proposition 5.5 the last two, $\mathrm{T}_{2}$ and $\mathrm{T}_{4}+\mathrm{T}_{6}$, are always positive for any landmark configuration, whereas the sign of $\mathrm{T}_{1}$ is determined by the sign of function $-\gamma^{\prime \prime}\left(\varrho^{u r}\right)$.

Proof of Proposition 5.5. Setting $s=u$ and $v=r$ in term $\mathrm{T}_{1}$ yields:

$$
\begin{aligned}
\left.\mathrm{T}_{1}\right|_{\substack{s=u \\
v=r}}= & -0+\left[\gamma\left(\varrho^{r u}\right)-\gamma(0)\right]\left[\gamma(0)-\gamma\left(\varrho^{u r}\right)\right] \gamma^{\prime \prime}\left(\varrho^{u r}\right) \\
& -0+\left[\gamma\left(\varrho^{u r}\right)-\gamma(0)\right]\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right] \gamma^{\prime \prime}\left(\varrho^{u r}\right) \\
= & -2\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right]^{2} \gamma^{\prime \prime}\left(\varrho^{u r}\right) .
\end{aligned}
$$

We now note that the first line of the expression for term $T_{2}+T_{3}$ provided by Proposition 5.4 is equal to zero when $s=u$ and $v=r$; the remaining five lines of the same term become:

$$
\begin{aligned}
\left.\left(\mathrm{T}_{2}+\mathrm{T}_{3}\right)\right|_{s=u}= & \frac{1}{2}\left(-2\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right]\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2}\right. \\
& -\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right]\left\{-\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2}\right\}-\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right]\left\{-\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2}\right\} \\
& \left.-\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right]\left\{-\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2}\right\}-\left[\gamma(0)-\gamma\left(\varrho^{r v}\right)\right]\left\{-\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2}\right\}\right) \\
= & {\left[\gamma(0)-\gamma\left(\varrho^{r u}\right)\right]\left[\gamma^{\prime}\left(\varrho^{r u}\right)\right]^{2} . }
\end{aligned}
$$

As far as terms $T_{4}, T_{5}$ and $T_{6}$ are concerned it is convenient to turn directly to the expressions provided by Proposition 5.1; we have that:

$$
\left.\mathrm{T}_{4}\right|_{s=u}=-\frac{1}{2}\left(g^{\varphi r, u}-g^{\varphi u, r}\right) g_{\varphi \psi}\left(g^{\psi u, r}-g^{\psi r, u}\right)=\frac{1}{2}\left(g^{\psi u, r}-g^{\psi r, u}\right) g_{\varphi \psi}\left(g^{\psi u, r}-g^{\psi r, u}\right),
$$

which, with the notation introduced in subsection 3.3 of Chapter 4, we may also write as $\left.\mathrm{T}_{4}\right|_{\substack{s=u \\ v=r}}=\frac{1}{2}\left\|\left(B^{u, r}-B^{r, u}\right)^{\sharp}\right\|^{2}$ where the "sharp" operator $\sharp$ raises the indices of a cotangent vector, i.e. $\sharp: T_{I}^{*} \mathcal{I} \rightarrow T_{I} \mathcal{I}: X_{i} d x^{i} \mapsto\left(g^{i j} X_{j}\right) \partial_{i}$, and $\|\cdot\|$ is the norm induced by the metric. It is easy to verify that $\left.\mathrm{T}_{5}\right|_{\substack{s=u \\ v=r}}=0$, while

$$
\left.\mathrm{T}_{6}\right|_{s=u}=\left(g^{\varphi u, r}-g^{\varphi r, u}\right) g_{\varphi \psi}\left(g^{\varphi u, r}-g^{\varphi r, u}\right)=\left\|\left(B^{u, r}-B^{r, u}\right)^{\sharp}\right\|^{2},
$$

so that $\left.\left(\mathrm{T}_{4}+\mathrm{T}_{6}\right)\right|_{\substack{s=u \\ v=r}}=\frac{3}{2}\left\|\left(B^{u, r}-B^{r, u}\right)^{\sharp}\right\|^{2}$; but by expression (5.12) we have

$$
g^{\varphi u, r}-g^{\varphi r, u}=\left\{\left[\gamma\left(\varrho^{\varphi r}\right)-\gamma\left(\varrho^{u r}\right)\right] f\left(q^{\varphi}, q^{u}\right)-\left[\gamma\left(\varrho^{\varphi u}\right)-\gamma\left(\varrho^{r u}\right)\right] f\left(q^{\varphi}, q^{r}\right)\right\},
$$

so that

$$
\begin{aligned}
\left.\left(\mathrm{T}_{4}+\mathrm{T}_{6}\right)\right|_{s=u}= & \frac{3}{2}\left\|\left(B^{u, r}-B^{r, u}\right)^{\sharp}\right\|^{2} \\
= & \sum_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{\varphi r}\right)-\gamma\left(\varrho^{u r}\right)\right] f\left(q^{\varphi}, q^{u}\right)-\left[\gamma\left(\varrho^{\varphi u}\right)-\gamma\left(\varrho^{r u}\right)\right] f\left(q^{\varphi}, q^{r}\right)\right\} \\
& \cdot g_{\varphi \psi}\left\{\left[\gamma\left(\varrho^{\psi r}\right)-\gamma\left(\varrho^{u r}\right)\right] f\left(q^{\psi}, q^{u}\right)-\left[\gamma\left(\varrho^{\psi u}\right)-\gamma\left(\varrho^{r u}\right)\right] f\left(q^{\psi}, q^{r}\right)\right\},
\end{aligned}
$$

which completes the proof.

## 2. Sectional curvature for two one-dimensional landmarks

In the case of just two one-dimensional landmarks $\left(q^{1}, q^{2}\right)$ matrices $\mathbf{G}$ and $-\mathbf{R}$ introduced in section 5 of Chapter 4 are just scalars, since $\Lambda^{2}\left(\mathbb{R}^{2}\right) \simeq \mathbb{R}$. For example, when the smoothing parameter $\lambda$ is set to be equal to infinity (exact matching):

$$
\begin{align*}
\mathbf{G} & =G^{1212}=\left.\left(g^{u s} g^{r v}-g^{u v} g^{r s}\right)\right|_{\substack{u=s=1 \\
r v=2}}=g^{11} g^{22}-g^{12} g^{21}  \tag{5.13}\\
& =\gamma^{2}(0)-\gamma^{2}\left(\varrho^{12}\right)=\left[\gamma(0)+\gamma\left(\varrho^{12}\right)\right]\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]
\end{align*}
$$

which is always positive since $\gamma(0)>\gamma\left(\varrho^{12}\right)$. Similarly it is the case that $-\mathbf{R}=$ $-R^{1212}=R^{1221}$, whose expression can be computed by means of Proposition 5.5; more precisely the following result holds.

Proposition 5.6. In the case of two one-dimensional landmarks term $\mathrm{T}_{4}+\mathrm{T}_{6}$ of $2 R^{1212}$ provided by Proposition 5.5 takes the following form, for a generic value of smoothing parameter $\lambda$ :

$$
\mathrm{T}_{4}+\mathrm{T}_{6}=3 \frac{\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2}}{\gamma(0)+\gamma\left(\varrho^{12}\right)} \cdot\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}
$$

so that the only element of matrix $-\mathbf{R}=R^{1221}$ can be expressed as

$$
\begin{aligned}
R^{1221} & =-R^{1212}=-\left.\frac{1}{2}\left(\sum_{i=1}^{6} \mathrm{~T}_{i}\right)\right|_{\substack{s=u=1 \\
v=r=2}} \\
& =\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2} \gamma^{\prime \prime}\left(\varrho^{12}\right)-\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] \frac{2 \gamma(0)-\gamma\left(\varrho^{12}\right)}{\gamma(0)+\gamma\left(\varrho^{12}\right)}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}
\end{aligned}
$$

REmark. Of the three terms in the expression for $R^{1221}$ provided by the above proposition the last two are always negative, whereas the sign of the first one is determined by the sign of function $\gamma^{\prime \prime}\left(\varrho^{12}\right)$.

Proof of Proposition 5.6. The first two terms of the expression for $R^{1221}=$ $-R^{1212}$ derive directly form terms $\mathrm{T}_{1}$ and $\mathrm{T}_{2}+\mathrm{T}_{3}$ (multiplied by $\frac{1}{2}$ ) for $R^{\text {urur }}$ provided by Proposition 5.5. As far as the last term is concerned, we note that in the case of two landmarks

$$
\begin{aligned}
g^{-1}= & {\left[\begin{array}{cc}
\gamma(0) & \gamma\left(\varrho^{12}\right) \\
\gamma\left(\varrho^{12}\right) & \gamma(0)
\end{array}\right] } \\
& \Longrightarrow g=\frac{1}{\gamma^{2}(0)-\gamma^{2}\left(\varrho^{12}\right)}\left[\begin{array}{cc}
\gamma(0) & -\gamma\left(\varrho^{12}\right) \\
-\gamma\left(\varrho^{12}\right) & \gamma(0)
\end{array}\right] .
\end{aligned}
$$

By the proof of Proposition 5.5 we have that term $\mathrm{T}_{4}+\mathrm{T}_{6}$ can be written as

$$
\begin{aligned}
\left.\left(\mathrm{T}_{4}+\mathrm{T}_{6}\right)\right|_{\substack{s=u=1 \\
v=r=2}} & =\frac{3}{2}\left\|\left(B^{1,2}-B^{2,1}\right)^{\sharp}\right\|^{2} \\
& =\frac{3}{2}\left(g^{\varphi 1,2}-g^{\varphi 2,1}\right) g_{\varphi \psi}\left(g^{\psi 1,2}-g^{\psi 2,1}\right),
\end{aligned}
$$

which by the Einstein summation convention expands out to

$$
\begin{aligned}
\left.\left(\mathrm{T}_{4}+\mathrm{T}_{6}\right)\right|_{\substack{s=u=1 \\
v=r=2}}= & \frac{3}{2}\left\{\left(g^{11,2}-g^{12,1}\right) g_{11}\left(g^{11,2}-g^{12,1}\right)+\left(g^{11,2}-g^{12,1}\right) g_{12}\left(g^{21,2}-g^{22,1}\right)\right. \\
& \left.+\left(g^{21,2}-g^{22,1}\right) g_{21}\left(g^{11,2}-g^{12,1}\right)+\left(g^{21,2}-g^{22,1}\right) g_{22}\left(g^{21,2}-g^{22,1}\right)\right\} ;
\end{aligned}
$$

but $g^{11,2}=0, g^{22,1}=0, g_{11}=g_{22}$ and $g_{12}=g_{21}$, so the above expression reduces to:

$$
\begin{equation*}
\left.\left(\mathrm{T}_{4}+\mathrm{T}_{6}\right)\right|_{\substack{s=u=1 \\ v=r=2}}=\frac{3}{2}\left\{g_{11}\left[\left(g^{12,1}\right)^{2}+\left(g^{21,2}\right)^{2}\right]-2 g_{12}\left(g^{12,1} g^{21,2}\right)\right\} . \tag{5.15}
\end{equation*}
$$

From equation (5.11) we have that

$$
\begin{aligned}
g^{12,1} & =\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] f\left(q^{1}, q^{2}\right) \\
\text { and } \quad g^{21,2} & =\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] f\left(q^{2}, q^{1}\right)=-g^{12,1},
\end{aligned}
$$

so that:

$$
\begin{aligned}
\left(g^{12,1}\right)^{2} & =\left(g^{12,1}\right)^{2}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} \\
\text { and } \quad g^{12,1} g^{21,2} & =-\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}=-\left(g^{12,1}\right)^{2} ;
\end{aligned}
$$

on the other hand, by expression (5.14) we have

$$
g_{11}=\frac{\gamma(0)}{\gamma^{2}(0)-\gamma^{2}\left(\varrho^{12}\right)}, \quad \quad g_{12}=-\frac{\gamma\left(\varrho^{12}\right)}{\gamma^{2}(0)-\gamma^{2}\left(\varrho^{12}\right)} .
$$

Whence we may rewrite (5.15) as:

$$
\begin{aligned}
\left.\left(\mathrm{T}_{4}+\mathrm{T}_{6}\right)\right|_{\substack{s=u=1 \\
v=r=2}} & =3\left(g^{12,1}\right)^{2}\left\{g_{11}+g_{12}\right\} \\
& =3\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} \frac{\gamma(0)-\gamma\left(\varrho^{12}\right)}{\gamma^{2}(0)-\gamma^{2}\left(\varrho^{12}\right)} \\
& =3 \frac{\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2}}{\gamma(0)+\gamma\left(\varrho^{2}\right)}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} ;
\end{aligned}
$$

Summing the above to the other terms (and multiplying by $-\frac{1}{2}$ ) yields

$$
\begin{aligned}
R^{1221}= & {\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2} \gamma^{\prime \prime}\left(\varrho^{12}\right) } \\
& -\frac{1}{2}\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}-\frac{3}{2} \frac{\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2}}{\gamma(0)+\gamma\left(\varrho^{12}\right)}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} \\
= & {\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]^{2} \gamma^{\prime \prime}\left(\varrho^{12}\right) } \\
& -\frac{1}{2}\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] \frac{\left[\gamma(0)+\gamma\left(\varrho^{12}\right)\right]+3\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]}{\gamma(0)+\gamma\left(\varrho^{12}\right)}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} \\
= & {\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right]^{2} \gamma^{\prime \prime}\left(\varrho^{12}\right)-\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] \frac{2 \gamma(0)-\gamma\left(\varrho^{12}\right)}{\gamma(0)+\gamma\left(\varrho^{12}\right)}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}, }
\end{aligned}
$$

which completes the proof.

The problem of computing the generalized eigenvalues of the pair $(-\mathbf{R}, \mathbf{G})$ is at this point trivial: equation $-\widetilde{R} \omega=\sigma \widetilde{G} \omega$ (with $\omega=\omega_{12} d q^{1} \wedge d x^{2}$ ) can simply be written as $-R^{1212} \omega_{12}=\sigma G^{1212} \omega_{12}$, whose only solution is obviously $\sigma=\frac{R^{1221}}{G^{1212}}$, which is the sectional curvature of the two-dimentional landmarks manifold $\mathcal{I}$ at the point of coordinates $\left(q^{1}, q^{2}\right)$. In fact such result can also be obtained directly by applying formula (4.21) of the previous chapter:

$$
\begin{equation*}
K(X, Y)=\frac{-\sum_{u<r} \omega_{u r} \sum_{s<v} R^{u r s v} \omega_{s v}}{\sum_{\bar{u}<\bar{r}} \omega_{\bar{u} \bar{r}} \sum_{\bar{s}<\bar{v}} G^{\bar{u} \bar{r} \bar{s} v} \omega_{\bar{s} \bar{v}}}=\frac{-\omega_{12} R^{1212} \omega_{12}}{\omega_{12} G^{1212} \omega_{12}}=\frac{R^{1221}}{G^{1212}}, \tag{5.16}
\end{equation*}
$$

which is only a function of $\varrho^{12}=\left|q^{1}-q^{2}\right|$; we will denote it with $\kappa\left(\varrho^{12}\right)$. By (5.13) and Proposition 5.5 we can finally compute the expression for sectional curvature for two one-dimensional landmarks.

Corollary 5.7. Sectional curvature for two landmarks in one dimension (5.16) has the following expression for $\lambda=\infty$ (exact matching):

$$
\begin{equation*}
\kappa\left(\varrho^{12}\right)=\frac{\gamma(0)-\gamma\left(\varrho^{12}\right)}{\gamma(0)+\gamma\left(\varrho^{12}\right)} \gamma^{\prime \prime}\left(\varrho^{12}\right)-\frac{2 \gamma(0)-\gamma\left(\varrho^{12}\right)}{\left[\gamma(0)+\gamma\left(\varrho^{12}\right)\right]^{2}}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}, \tag{5.17}
\end{equation*}
$$

where we have merged the two terms with factor $\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}$ into one.

Proof. It suffices to divide $R^{1221}$, provided by Proposition 5.6, by $G^{1212}$, given by equation (5.13).

We implemented the above equations in the case of a Gaussian kernel,

$$
\begin{equation*}
\gamma(\varrho)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{1}{2} \frac{\varrho^{2}}{\sigma^{2}}\right\} \tag{5.18}
\end{equation*}
$$

with $\sigma^{2}=1$. The shape of sectional curvature $\kappa\left(\varrho^{12}\right)$, provided by equation (5.17), is plotted in Figure 5.2. It turns out that $\kappa$ has a minimum, a zero (other than the one at $\varrho^{12}=0$ ) and a maximum at points:

$$
\begin{aligned}
\varrho_{\mathrm{m}} & =0.953, & \varrho_{\mathrm{z}} & =1.534, \\
\kappa\left(\varrho_{\mathrm{m}}\right) & =-0.1594, & \kappa\left(\varrho_{\mathrm{z}}\right) & =0,
\end{aligned}
$$



Figure 5.2. Sectional curvature $\kappa\left(\varrho^{12}\right)$ for the Gaussian kernel.
respectively. So we see that when the two landmarks are close to each other curvature is negative, it is positive for higher values of the mutual distance of the landmarks, and finally converges to zero from above as $\varrho^{12} \rightarrow \infty$. Figure 5.2 refers to the Gaussian kernel (5.18) but if fact it turns out that graph of sectional curvature $\kappa(\varrho)$ is qualitatively similar to the one above for a wide class of Kernels. The following proposition is an adaptation of a result by François-Xavier Vialard [44].

Proposition 5.8. Consider function $\kappa(\varrho), \varrho>0$, given by (5.17), i.e. the sectional curvature for two one-dimensional landmarks in the case of exact matching. If $\gamma^{\prime}(0)=0$ (which is verified when the kernel is bell-shaped) then:

$$
\begin{equation*}
\kappa(\varrho)=-\frac{1}{2} \frac{\left[\gamma^{\prime \prime}(0)\right]^{2}}{\gamma(0)} \varrho^{2}+o\left(\varrho^{2}\right) \quad \text { as } \varrho \rightarrow 0, \tag{5.19}
\end{equation*}
$$

so that $\kappa(\varrho)$ is negative in a neighborhood of zero. Under the following condition on the behavior of function $\gamma$ at infinity:

$$
\begin{equation*}
\left[\gamma^{\prime}(\varrho)\right]^{2}=o\left(\gamma^{\prime \prime}(\varrho)\right) \quad \text { as } \varrho \rightarrow \infty \tag{5.20}
\end{equation*}
$$

it is the case that

$$
\kappa(\varrho)=\gamma^{\prime \prime}(\varrho)(1+o(1)) \quad \text { as } \varrho \rightarrow \infty,
$$

therefore, since $\gamma^{\prime \prime}(\varrho)>0$ for large $\varrho$, curvature $\kappa$ is "convex at infinity", i.e. it converges to zero from above as $\varrho \rightarrow \infty$.

Proof. First of all note that function (5.17) can be written as follows:

$$
\kappa(\varrho)=\frac{\widetilde{\kappa}(\varrho)}{\gamma(0)+\gamma(\varrho)},
$$

where

$$
\widetilde{\kappa}(\varrho) \triangleq[\gamma(0)-\gamma(\varrho)] \gamma^{\prime \prime}(\varrho)-\frac{2 \gamma(0)-\gamma(\varrho)}{\gamma(0)+\gamma(\varrho)}\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} .
$$

Since $[\gamma(0)+\gamma(\varrho)]^{-1}$ is strictly greater than zero for all $\varrho>0$ and it converges to $[2 \gamma(0)]^{-1}$ as $\varrho \rightarrow 0^{+}$, in order to prove (5.19) it is sufficient to study the properties of $\widetilde{\kappa}(\varrho)$ in a neighborhood of zero. First note that since $\gamma^{\prime}(0)=0$ the Taylor expansion of $\gamma$ near the origin is given by:

$$
\gamma(\varrho)=\gamma(0)+\frac{1}{2} \gamma^{\prime \prime}(0) \varrho^{2}+o\left(\varrho^{2}\right) ;
$$

therefore we may write the first term of $\widetilde{\kappa}(\varrho)$ as:

$$
\begin{align*}
{[\gamma(0)-\gamma(\varrho)] \gamma^{\prime \prime}(\varrho) } & =\left[-\frac{1}{2} \gamma^{\prime \prime}(0) \varrho^{2}+o\left(\varrho^{2}\right)\right]\left[\gamma^{\prime \prime}(0)+o(1)\right] \\
& =-\frac{1}{2}\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right) \tag{5.21}
\end{align*}
$$

in an neighborhood of zero. As far as the second term of $\kappa(\varrho)$ is concerned, we first note that $\gamma^{\prime}(\varrho)=\gamma^{\prime \prime}(0) \varrho+o(\varrho)$, whence $\left[\gamma^{\prime}(\varrho)\right]^{2}=\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right)$; consequently,

$$
\begin{aligned}
-[2 \gamma(0)-\gamma(\varrho)]\left[\gamma^{\prime}(\varrho)\right]^{2} & =-\left[\gamma(0)-\frac{1}{2} \gamma^{\prime \prime}(0) \varrho^{2}+o\left(\varrho^{2}\right)\right]\left\{\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right)\right\} \\
& =-\gamma(0)\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right),
\end{aligned}
$$

whence

$$
\begin{align*}
-\frac{2 \gamma(0)-\gamma(\varrho)}{\gamma(0)+\gamma(\varrho)}\left[\gamma^{\prime}(\varrho)\right]^{2} & =\left[\frac{1}{2 \gamma(0)}+o(1)\right]\left\{-\gamma(0)\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right)\right\} \\
& =-\frac{1}{2}\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right) \tag{5.22}
\end{align*}
$$

as $\varrho \rightarrow 0$. Summing (5.21) and (5.22) yields

$$
\widetilde{\kappa}(\varrho)=-\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right),
$$

so that we finally have

$$
\begin{aligned}
\kappa(\varrho) & =\frac{1}{\gamma(0)+\gamma(\varrho)} \widetilde{\kappa}(\varrho)=\left[\frac{1}{2 \gamma(0)}+o(1)\right]\left\{-\left[\gamma^{\prime \prime}(0)\right]^{2} \varrho^{2}+o\left(\varrho^{2}\right)\right\} \\
& =-\frac{1}{2} \frac{\left[\gamma^{\prime \prime}(0)\right]^{2}}{\gamma(0)} \varrho^{2}+o\left(\varrho^{2}\right) .
\end{aligned}
$$

which proves the first part of the proposition.
Now assume now that (5.20) holds. We may rewrite (5.17) in a neighborhood of infinity as:

$$
\frac{\kappa\left(\varrho^{12}\right)}{\gamma^{\prime \prime}\left(\varrho^{12}\right)}=\underbrace{\frac{\gamma(0)-\gamma\left(\varrho^{12}\right)}{\gamma(0)+\gamma\left(\varrho^{12}\right)}}_{1+o(1)}-\underbrace{\frac{2 \gamma(0)-\gamma\left(\varrho^{12}\right)}{\left[\gamma(0)+\gamma\left(\varrho^{12}\right)\right]^{2}}}_{\frac{2}{\gamma(0)}+o(1)} \underbrace{\frac{\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}}{\gamma^{\prime \prime}\left(\varrho^{12}\right)}}_{o(1)}=1+o(1)
$$

as $\varrho \rightarrow \infty$, which concludes the proof since $\gamma^{\prime \prime}(\varrho)>0$ for large values of $\varrho$.
We will now verify the validity of condition (5.20) for three families of kernels.

Example 1 (Gaussian kernels). As we mentioned in Chapter (2) the Gaussian kernel $\gamma(\varrho)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left\{-\frac{1}{2} \frac{\varrho^{2}}{\sigma^{2}}\right\}$ is such that equations (2.19) hold, i.e.:

$$
\gamma^{\prime}(\varrho)=-\frac{\varrho}{\sigma^{2}} \gamma(\varrho) \quad \text { and } \quad \gamma^{\prime \prime}(\varrho)=\frac{1}{\sigma^{2}}\left(\frac{\varrho}{\sigma^{2}}-1\right)
$$

therefore

$$
\frac{\left[\gamma^{\prime}(\varrho)\right]^{2}}{\gamma^{\prime \prime}(\varrho)}=\gamma(\varrho) \frac{\varrho^{2}}{\varrho^{2}-\sigma^{2}}
$$

which converges to zero as $\varrho \rightarrow \infty$; whence (5.21) is satisfied.

Example 2 (Sobolev kernels). With the notation introduced in Appendix B, i.e.:

$$
\eta_{k, D} \triangleq \frac{1}{2^{k+\frac{D}{2}-1} \pi^{\frac{D}{2}} \Gamma(k)} \frac{1}{a^{k+\frac{D}{2}}},
$$

function (2.15) may be rewritten as:

$$
\gamma(\varrho)=\eta_{k, D} \varrho^{k-\frac{D}{2}} K_{k-\frac{D}{2}}\left(\frac{\varrho}{a}\right),
$$

while its derivative is provided by Corollary B.2:

$$
\gamma^{\prime}(\varrho)=-\eta_{k, D} \frac{1}{a} \varrho^{k-\frac{D}{2}} K_{k-\frac{D}{2}-1}\left(\frac{\varrho}{a}\right) .
$$

We will use the following property $[\mathbf{1}, \S 9.7 .2]$ of modified Bessel functions in a neighborhood of infinity:

$$
\begin{equation*}
K_{\nu}(z) \sim \sqrt{\frac{\pi}{2 z}} e^{-z}\left\{1+\frac{\mu-1}{8 z}+\frac{(\mu-1)(\mu-9)}{2!(8 z)^{2}}+\frac{(\mu-1)(\mu-9)(\mu-25)}{3!(8 z)^{3}}+\ldots\right\} \tag{5.23}
\end{equation*}
$$

for $|\arg z|<\frac{3}{2} \pi$, where $\mu(\nu)=4 \nu^{2}$. In our case $D=1$ and we shall also assume for simplicity $a=1$; furthermore $\nu \triangleq k-\frac{D}{2}=k-\frac{1}{2}$. Function $\gamma$ satisfies differential equation (5.3) with $a=1$, which we rewrite for convenience:

$$
\gamma^{\prime \prime}=\frac{2 k-2}{\varrho} \gamma^{\prime}-\gamma ;
$$

hence the second derivative of $\gamma$ can be written, in a neighborhood of infinity, as

$$
\begin{align*}
\gamma^{\prime \prime}= & (2 k-2) \varrho^{-1} \gamma^{\prime}-\gamma \\
= & -\eta_{k, 1}(2 k-2) \varrho^{\nu-1} K_{\nu-1}(\varrho)+\eta_{k, 1} \varrho^{\nu} K_{\nu}(\varrho) \\
= & -\eta_{k, 1}(2 k-2) \varrho^{\nu-1} \sqrt{\frac{\pi}{2 \varrho}} e^{-\varrho}\left\{1+\frac{(2 k-3)^{2}-1}{8 \varrho}+o\left(\frac{1}{\varrho}\right)\right\} \\
& +\eta_{k, 1} \varrho^{\nu} \sqrt{\frac{\pi}{2 \varrho}} e^{-\varrho}\left\{1+\frac{(2 k-1)^{2}-1}{8 \varrho}+o\left(\frac{1}{\varrho}\right)\right\} \\
= & \eta_{k, 1} \varrho^{\nu-\frac{1}{2}} \sqrt{\frac{\pi}{2}} e^{-\varrho}\left\{1+\left[\frac{(2 k-3)^{2}-1}{8}-(2 k-2)\right] \frac{1}{\varrho}+o\left(\frac{1}{\varrho}\right)\right\}, \tag{5.24}
\end{align*}
$$

since $\mu(\nu)=4\left(k-\frac{1}{2}\right)^{2}=(2 k-1)^{2}$ and $\mu(\nu-1)=4(\nu-1)^{2}=4\left(k-\frac{3}{2}\right)^{2}=(2 k-3)^{2}$.
On the other hand,

$$
\begin{aligned}
{\left[\gamma^{\prime}(\varrho)\right]^{2} } & =\eta_{k, 1}^{2} \varrho^{2 \nu} K_{\nu-1}^{2}(\varrho) \\
& \sim \eta_{k, 1}^{2} \varrho^{2 \nu-1} \frac{\pi}{2} e^{-2 \varrho}\left\{1+2 \frac{(2 k-3)^{2}-1}{8} \frac{1}{\varrho}+o\left(\frac{1}{\varrho}\right)\right\} .
\end{aligned}
$$

Comparing (5.24) with the above expression one concludes that

$$
\frac{\left[\gamma^{\prime}(\varrho)\right]^{2}}{\gamma^{\prime \prime}(\varrho)} \rightarrow 0
$$

as $\varrho \rightarrow \infty$; whence $\left[\gamma^{\prime}(\varrho)\right]^{2}=o\left(\gamma^{\prime \prime}(\varrho)\right)$, which is exactly (5.20).

Example 3 (Cauchy kernels). Again, as we mentioned in Chapter (2) the Cauchytype kernel $\gamma(\varrho)=\frac{1}{1+a^{2} \varrho^{2}}$ is such that equations (2.20) hold, i.e.:

$$
\gamma^{\prime}(\varrho)=-2 a^{2} \varrho \gamma^{2}(\varrho) \quad \text { and } \quad \gamma^{\prime \prime}(\varrho)=8 a^{4} \varrho^{2} \gamma^{3}(\varrho)-2 a^{2} \gamma^{2}(\varrho),
$$

therefore $\left[\gamma^{\prime}(\varrho)\right]^{2}=4 a^{4} \varrho^{2} \gamma^{4}(\varrho)$ and

$$
\frac{\left[\gamma^{\prime}(\varrho)\right]^{2}}{\gamma^{\prime \prime}(\varrho)}=\frac{4 a^{2}\left[a^{2} \varrho^{2} \gamma(\varrho)\right] \gamma^{3}(\varrho)}{8 a^{2}\left[a^{2} \varrho^{2} \gamma(\varrho)\right] \gamma^{2}(\varrho)-2 a^{2} \gamma^{2}(\varrho)}=\gamma(\varrho) \frac{2\left[a^{2} \varrho^{2} \gamma(\varrho)\right]}{4\left[a^{2} \varrho^{2} \gamma(\varrho)\right]-1},
$$

which converges to zero as $\varrho \rightarrow \infty$ since $a^{2} \varrho^{2} \gamma(\varrho) \rightarrow 1$; whence (5.20) is satisfied.

## 3. Sectional curvature for three one-dimensional landmarks

In this section we analyze sectional curvature for different configurations of three landmarks on the real line. We will use the techniques developed in section 5 of the previous chapter, motivated by the fact that in this case the shape manifold $\mathcal{I}$ has dimension 3 and that $\Lambda^{2}\left(T_{I} \mathcal{I}\right) \simeq \mathbb{R}^{3}$ is indeed decomposable. That is, for any $\omega \in$ $\Lambda^{2}\left(T_{I} \mathcal{I}\right)$ there exists a pair $(X, Y) \in T_{I} \mathcal{I} \times T_{I} \mathcal{I}$ such that $\omega=X^{b} \wedge Y^{b}$; so the maximum and minimum generalized eigenvalues of the pair of linear maps $(-\widetilde{R}, \widetilde{G})$ indeed provide the maximum and minimum sectional curvatures over possible choice of tangent 2-planes at the point $I$ (landmark shape) under consideration.

Assuming the three one-dimensional landmarks are such that $q^{1}<q^{2}<q^{3}$ at all times, let $\varrho^{12}=\left|q^{1}-q^{2}\right|$ and $\varrho^{23}=\left|q^{2}-q^{3}\right|$. We have computed numerically the dual Riemannian curvature tensor $R^{u r s v}$ and tensor $G^{u r s v}$ using the formulas provided by Proposition 5.4 and equation (5.13), respectively, for $N=3$ using the Gaussian kernel (5.18) with unit variance: maximum, median and minimum generalized eigenvalues were also computed numerically for $\left(\varrho^{12}, \varrho^{23}\right) \in(0,5) \times(0,5)$.

Figure 5.3 represents the maximum generalized eigenvalue: it is positive for any choice of $\varrho^{12}$ and $\varrho^{23}$; for $\left(\varrho^{12}, \varrho^{23}\right) \rightarrow 0$ the maximum generalized eigenvalue converges to some finite, positive limit. Figure 5.4 represents the minimum generalized eigenvalue, for different values of $\varrho^{12}$ and $\varrho^{23}$ : it is negative for any choice of such parameters; note that for $\left(\varrho^{12}, \varrho^{23}\right) \rightarrow 0$ (i.e. when the three landmarks are close to each other) the minimum generalized eigenvalue converges to some finite, negative


Figure 5.3. Maximum generalized eigenvalue (i.e. maximum sectional curvature) for three landmarks in one dimension, as a function of distances $\varrho^{12}$ and $\varrho^{23}$.
limit. Figure 5.5 represents the median generalized eigenvalue (out of three): it has positive and negative values for different choices of $\varrho^{12}$ and $\varrho^{23}$; for $\left(\varrho^{12}, \varrho^{23}\right) \rightarrow 0$ the median generalized eigenvalue converges to the same finite, positive limit to which the maximum eigenvalue converges.

Finally, Figure 5.6 shows the generalized trace, i.e. the summation of the three generalized generalized eigenvalues: we proved in Proposition 4.10 that this number is actually equal to ( $\frac{1}{2}$ times) the scalar curvature of the manifold at a point; again, it has positive and negative values for different choices of $\varrho^{12}$ and $\varrho^{23}$. Note, in particular, that for small values of distances $\varrho^{12}$ and $\varrho^{23}$ it is negative and it has a positive maximum when $\varrho^{12}=\varrho^{23} \simeq 2.2$. Also, note that when one of the two landmarks is "far away" - say, when $\varrho^{23}$ is very large, the profile of the graph as a function of $\varrho^{12}$ only is the same one that we got in the case of two one-dimensional landmarks (see Figure 5.2): curvature converges to zero as $\varrho^{12} \rightarrow 0$, then it has a


Figure 5.4. Minimum generalized eigenvalue (i.e. minimum sectional curvature) for three landmarks in one dimension, as a function of distances $\varrho^{12}$ and $\varrho^{23}$.
negative bump, followed by a positive bump, and finally flattens again to zero (from above) as $\varrho^{12}$ diverges.

Figure 5.7 compares the generalized eigenvalues along the line $\varrho^{12}=\varrho^{23}$ (symmetric landmark configurations); as anticipated above, for $\varrho \rightarrow 0$ along such line the maximum and median eigenvalues converge to the same positive limit. Also, we may note that the maximum and minimum eigenvalues are always, respectively, positive and negative, the median one has both positive and negative values. Also, the trace converges to zero from above as $\varrho \rightarrow \infty$ as it was the case for two one-dimensional landmarks-see Figure 5.2.

Table 5.1 shows possible choices of tangent vectors $X$ and $Y$ that achieve maximum and minimum curvature along the line $\varrho^{12}=\varrho^{23}$; they were computed using the techniques described at the end of the previous chapter. It is interesting to note that along the line $\varrho^{12}=\varrho^{23}$ the tangent plane of maximum curvature is the same i.e. it is spanned by the same vectors. On the other hand, the tangent


Figure 5.5. Median generalized eigenvalue for three landmarks in one dimension, as a function of distances $\varrho^{12}$ and $\varrho^{23}$.

TRACE (SCALAR CURVATURE)


Figure 5.6. Trace (i.e. $\frac{1}{2}$ times scalar curvature) for three landmarks in one dimension, as a function of distances $\varrho^{12}$ and $\varrho^{23}$.


Figure 5.7. Generalized eigenvalues of $(-\widetilde{R}, \widetilde{G})$ for three landmarks in one dimension of the quadratic form along the line $\varrho^{12}=\varrho^{23}$.
plane of minimum curvature changes; one of the two tangent vectors can actually be fixed, $Y=(-1,0,1)$ while the other tangent vector can always be chosen to be of the form $X=\left(X_{1}(\varrho), 1,0\right)$, where $X_{1}$ is a decreasing function of $\varrho \triangleq \varrho^{12}=\varrho^{23}$.

Finally, Table 5.2 shows possible choices of tangent vectors that achieve maximum and minimum curvature along a "ridge" of the graph for scalar curvature (the summation of the generalized eigenvalues, times $\frac{1}{2}$ ): the locations are shown in Figure 5.8 with different symbols, that also appear in Table 5.2. It is certainly interesting to follow the "evolution" along the ridge of the tangent plane that corresponds, for example, to the maximum eigenvalue (sectional curvature). In the position denoted by a square, that corresponds to the central local maximum of scalar curvature $\left(\varrho^{12}=\varrho^{23}=2.225\right)$, the two tangent vectors that maximize sectional curvature are $X=(0,1,0)$ and $Y=(1,0,1)$ : moving along these directions makes the central

| Position | Eigenvalues | Eigenvectors are $\omega$ | ${ }^{b} \wedge Y^{b}$, with: |
| :---: | :---: | :---: | :---: |
| $\begin{aligned} & \varrho^{12}=0.025 \\ & \varrho^{23}=0.025 \end{aligned}$ | $\sigma_{\max }=4.99 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet & \bullet & \bullet \\ \bullet & \bullet & \bullet \end{array}$ | $\begin{aligned} & X=(0,1,0) \\ & Y=(1,0,1) \end{aligned}$ |
|  | $\sigma_{\text {min }}=-5.48 \cdot 10^{-1}$ | $\begin{gathered} \bullet \bullet \bullet \\ \longleftrightarrow \end{gathered}$ | $\begin{aligned} & X \simeq(2,1,0) \\ & Y=(-1,0,1) \end{aligned}$ |
| $\begin{aligned} & \varrho^{12} \simeq 1.15 \\ & \varrho^{23} \simeq 1.15 \end{aligned}$ | $\sigma_{\max }=2.28 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet & \bullet & \bullet \\ \bullet & \bullet & \bullet \end{array}$ | $\begin{aligned} & X=(0,1,0) \\ & Y=(1,0,1) \end{aligned}$ |
|  | $\sigma_{\text {min }}=-2.94 \cdot 10^{-1}$ |  | $\begin{aligned} & X=(1.03,1,0) \\ & Y=(-1,0,1) \end{aligned}$ |
| $\begin{gathered} \varrho^{12}=2.15 \\ \varrho^{23}=2.15 \\ \text { maximum of } \\ \sigma_{\max } \text { along } \\ \varrho^{12}=\varrho^{23} \end{gathered}$ | $\sigma_{\max }=9.38 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet & \bullet & \bullet \\ \bullet & \bullet & \bullet \end{array}$ | $\begin{aligned} & X=(0,1,0) \\ & Y=(1,0,1) \end{aligned}$ |
|  | $\sigma_{\text {min }}=-3.95 \cdot 10^{-3}$ | $\begin{array}{ccc} \bullet & \bullet & \bullet \\ \longleftrightarrow & \bullet & \bullet \end{array}$ | $\begin{aligned} & X=(0.198,1,0) \\ & Y=(-1,0,1) \end{aligned}$ |
| $\begin{aligned} & \varrho^{12}=3.5 \\ & \varrho^{23}=3.5 \end{aligned}$ | $\sigma_{\max }=9.73 \cdot 10^{-3}$ | $\begin{array}{lll} \bullet & \bullet & \bullet \\ \bullet & \bullet & \bullet \end{array}$ | $\begin{aligned} & X=(0,1,0) \\ & Y=(1,0,1) \end{aligned}$ |
| $\begin{gathered} \text { large } \\ \text { distances } \end{gathered}$ | $\sigma_{\text {min }}=-1.02 \cdot 10^{-7}$ | $\begin{array}{ccc} \bullet & \bullet & \bullet \\ \longleftrightarrow & \bullet & \bullet \end{array}$ | $\begin{aligned} & X \simeq(\varepsilon, 0,-1) \\ & Y=(-1,0,1) \end{aligned}$ |

Table 5.1. Eigenvalues and pairs $(X, Y)$ that achieve them, along $\varrho^{12}=\varrho^{23} ; \varepsilon$ denotes a very small (but nonzero) number.
landmark closer to the other two, which on the other hand do not change their relative positions. On the other end of the path, in the position denoted by a circle (we are close to the boundary of the manifold, when two landmarks almost coincide), the two tangent vectors that maximize sectional curvature are close to $X=(1,1,0)$ and $Y=(0,0,1)$, "as if" the two close landmarks were actually clustered into one.

| Position | Eigenvalues | Eigenvectors are $\omega=X^{\text {b }} \wedge Y^{\text {b }}$, with: |
| :---: | :---: | :---: |
| $\begin{aligned} & \varrho^{12}=2.225 \\ & \varrho^{23}=2.225 \end{aligned}$ | $\sigma_{\text {max }}=9.27 \cdot 10^{-2}$ | $\begin{array}{llll} \bullet & \bullet & \bullet & X=(0,1,0) \\ \bullet & \bullet & \bullet & Y=(1,0,1) \end{array}$ |
| trace alo $\varrho^{12}=\varrho^{23}$ | $\sigma_{\text {min }}=-2.51 \cdot 10^{-3}$ | $\begin{array}{rlll} \bullet & \bullet & \text { • } & =(0.168,1,0) \\ \longleftrightarrow & \bullet & \bullet & Y \\ & (-1,0,1) \end{array}$ |
| $\begin{aligned} & \varrho^{12}=1.525 \\ & \varrho^{23}=2.30 \end{aligned}$ | $\sigma_{\max }=8.79 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet \bullet \bullet & \bullet & X=(0.316,1,0) \\ \bullet & \bullet & Y=(0.039,0,1) \end{array}$ |
| D | $\sigma_{\text {min }}=-2.51 \cdot 10^{-2}$ |  |
| $\begin{aligned} & \varrho^{12}=0.825 \\ & \varrho^{23}=2.45 \end{aligned}$ | $\sigma_{\max }=8.18 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet \bullet \bullet & \bullet & X=(0.620,1,0) \\ \bullet \bullet & \bullet & Y=(-0.084,0,1) \end{array}$ |
| $\diamond$ | $\sigma_{\text {min }}=-9.40 \cdot 10^{-2}$ |  |
| $\begin{aligned} & \varrho^{12}=0.425 \\ & \varrho^{23}=2.65 \end{aligned}$ | $\sigma_{\max }=7.84 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet \bullet \bullet & \bullet & X=(0.807,1,0) \\ \bullet \bullet & \bullet & Y=(-0.122,0,1) \end{array}$ |
| $\triangleleft$ | $\sigma_{\text {min }}=-7.00 \cdot 10^{-2}$ | $\begin{array}{rll} \bullet \bullet \bullet & X=(0.318,1,0) \\ \longleftrightarrow \bullet & \bullet & Y=(-1.532,0,1) \end{array}$ |
| $\begin{aligned} & \varrho^{12}=0.025 \\ & \varrho^{23}=2.875 \end{aligned}$ | $\sigma_{\max }=7.89 \cdot 10^{-2}$ | $\bullet \longrightarrow$ $\bullet$ $X \simeq(1-\varepsilon, 1,0)$ <br> $\bullet$ $\bullet$ $Y \simeq(0, \varepsilon, 1)$ |
| $\bigcirc$ | $\sigma_{\text {min }}=-5.75 \cdot 10^{-2}$ | $\begin{array}{lll} \bullet \bullet & \bullet \simeq(1+\varepsilon, 1,0) \\ \bullet \bullet & \bullet & Y \simeq(-\varepsilon, 0,1) \end{array}$ |

TABLE 5.2. Eigenvalues and pairs $(X, Y)$ that achieve them, in selected locations of along the ridge of scalar curvature, shown in Figure 5.8; $\varepsilon$ denotes a very small (but nonzero) number.

## 4. Sectional curvature for $N$ one-dimensional landmarks

In the previous chapter we computed the following formula for the numerator of sectional curvature of an $n$-dimensional Riemannian manifold in terms of the cometric


Figure 5.8. Locations along the "ridge" of scalar curvature for Table 5.2.
tensor $g^{i j}$ and its partial derivatives $g^{i j}{ }_{k}$ and $g^{i j}{ }_{k \ell}$ :

$$
\begin{align*}
& 2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}  \tag{5.25}\\
&=\left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(g^{s u, r v}-\frac{1}{4} g^{u s,} g^{r v, \varphi}+g^{u s,} g^{\varphi r, v}-\frac{3}{2} g^{u \psi, r} g_{\psi \xi} g^{\xi s, v}\right) \\
& \cdot\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
&=\left(X_{u} Y_{r}-Y_{u} X_{r}\right) \\
& \cdot\left(g^{r \varphi} g_{\varphi \psi}^{s u,} g^{\psi v}-\frac{1}{4} g_{\varphi}^{u s,} g^{\varphi \psi} g^{r v}{ }_{\psi}+g_{\varphi}^{u s,} g^{\varphi r,}{ }_{\psi} g^{\psi v}-\frac{3}{2} g^{r \varphi} g^{u \psi,}{ }_{\varphi} g_{\psi \xi} g^{\xi s,}{ }_{\eta}^{\eta v}\right) \\
& \cdot\left(X_{s} Y_{v}-Y_{s} X_{v}\right) .
\end{align*}
$$

Our notation is such that the sign of the above quantity the same as the sign of sectional curvature $K(X, Y)$. Our objective in this section is to provide a formula for sectional curvature in the case of $N$ landmarks in one dimension; we will achieve this be inserting the expression for the partial derivative of the cometric, which are provided by Lemma 5.2, into the right-hand-side of expression (5.25). We will first "process" separately the four terms in the middle factor of (5.25). We should note that
the dimension of the shape manifold $\mathcal{I}$ is in this case $n=N$; since $\Lambda^{2}\left(T_{I} \mathcal{I}\right) \simeq \mathbb{R}^{\binom{N}{2}}$ is not decomposable for $N \geq 3$ the method illustrated in section 5 of the previous chapter would only provide upper and lower bounds for sectional curvature at a point, not necessarily achievable at a pair of tangent vectors.
4.1. First term. An appropriate relabeling of the indices in (5.5) yields

$$
g^{s u}{ }_{\varphi \psi}=\left(\delta_{\varphi}^{s}-\delta_{\varphi}^{u}\right)\left(\delta_{\psi}^{s}-\delta_{\psi}^{u}\right) \gamma^{\prime \prime}\left(\varrho^{s u}\right),
$$

so that the first term in the middle factor of (5.25) can be expressed as

$$
\begin{aligned}
g^{r \varphi} g_{\varphi \psi}^{s u}{ }_{\varphi} g^{\psi v} & =\left(\delta_{\varphi}^{s}-\delta_{\varphi}^{u}\right)\left(\delta_{\psi}^{s}-\delta_{\psi}^{u}\right) \gamma^{\prime \prime}\left(\varrho^{s u}\right) \gamma\left(\varrho^{r \varphi}\right) \gamma\left(\varrho^{\psi v}\right) \\
& =\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{r u}\right)\right]\left[\gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{u v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{s u}\right) .
\end{aligned}
$$

Further simplifications can be derived after the multiplication by the components of the cotangent vectors. In fact we have that

$$
\begin{align*}
& g^{r \varphi} g^{s u}{ }_{\varphi \psi} g^{\psi v}=\left[\gamma\left(\varrho^{r s}\right)-\gamma\left(\varrho^{r u}\right)\right]\left[\gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{u v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{s u}\right) \\
& \quad=\left[\gamma\left(\varrho^{r s}\right) \gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{r s}\right) \gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r u}\right) \gamma\left(\varrho^{s v}\right)+\gamma\left(\varrho^{r u}\right) \gamma\left(\varrho^{u v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{s u}\right) ; \tag{5.26}
\end{align*}
$$

but appropriately relabeling the indices $(u \rightarrow s, s \rightarrow u, r \rightarrow v, v \rightarrow r)$ yields:

$$
\begin{aligned}
& \sum_{u}\left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left[\gamma\left(\varrho^{r u}\right) \gamma\left(\varrho^{u v}\right) \gamma^{\prime \prime}\left(\varrho^{s u}\right)\right]\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& =\sum_{s}\left(X_{s} Y_{v}-Y_{s} X_{v}\right)\left[\gamma\left(\varrho^{v s}\right) \gamma\left(\varrho^{s r}\right) \gamma^{\prime \prime}\left(\varrho^{u s}\right)\right]\left(X_{u} Y_{r}-Y_{u} X_{r}\right),
\end{aligned}
$$

so that the first and fourth terms within the square brackets of (5.26) can be combined. Note that we are summing over all four indices $u, r, s$ and $v$; however, we write the summation symbols $\sum_{u}$ and $\sum_{s}$ because indices $u$ and $s$ break the rules of Einstein's summation convention, since they appear three times within the same term. In conclusion, we may write:

$$
\begin{aligned}
& \left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{r \varphi} g_{\varphi \psi}^{s u} g^{\psi v}\left(X_{s} Y_{v}-Y_{s} X_{v}\right)=\sum_{s u}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) . \\
& \quad \cdot\left\{\left[2 \gamma\left(\varrho^{r s}\right) \gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{r s}\right) \gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r u}\right) \gamma\left(\varrho^{s v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{s u}\right)\right\}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) .
\end{aligned}
$$

4.2. Second term. First note that following auxiliary identity holds:

$$
\begin{aligned}
& \gamma\left(\varrho^{\varphi \psi}\right)\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{s}\right)\left(\delta_{\psi}^{r}-\delta_{\psi}^{v}\right)=\left[\gamma\left(\varrho^{\varphi \psi}\right) \delta_{\varphi}^{u}-\gamma\left(\varrho^{\varphi \psi}\right) \delta_{\varphi}^{s}\right]\left(\delta_{\psi}^{r}-\delta_{\psi}^{v}\right) \\
& \quad=\left[\gamma\left(\varrho^{u \psi}\right)-\gamma\left(\varrho^{s \psi}\right)\right]\left(\delta_{\psi}^{r}-\delta_{\psi}^{v}\right)=\left[\gamma\left(\varrho^{u \psi}\right)-\gamma\left(\varrho^{s \psi}\right)\right] \delta_{\psi}^{r}-\left[\gamma\left(\varrho^{u \psi}\right)-\gamma\left(\varrho^{s \psi}\right)\right] \delta_{\psi}^{v} \\
& \quad=\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)-\gamma\left(\varrho^{u v}\right)+\gamma\left(\varrho^{s v}\right)
\end{aligned}
$$

so that the second term of the middle factor of (5.25) can be rewritten as:

$$
\begin{aligned}
-\frac{1}{4} g_{\varphi}^{u s,} g^{\varphi \psi} g_{\psi}^{r v,}= & -\frac{1}{4}\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{s}\right) f\left(q^{u}, q^{s}\right) \gamma\left(\varrho^{\varphi \psi}\right)\left(\delta_{\psi}^{r}-\delta_{\psi}^{v}\right) f\left(q^{r}, q^{v}\right) \\
& =-\frac{1}{4}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)-\gamma\left(\varrho^{u v}\right)+\gamma\left(\varrho^{s v}\right)\right] f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)
\end{aligned}
$$

Simplifications occur after multiplying by the cotangent vector components. Relabeling the indices $(u \rightarrow s, s \rightarrow u, r \rightarrow v, v \rightarrow r)$ yields:

$$
\begin{aligned}
& \sum_{s v}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) \gamma\left(\varrho^{s v}\right) f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& =\sum_{u r}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \gamma\left(\varrho^{u r}\right) f\left(q^{s}, q^{u}\right) f\left(q^{v}, q^{r}\right)\left(X_{u} Y_{r}-Y_{u} X_{r}\right) \\
& =\sum_{u r}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \gamma\left(\varrho^{u r}\right) f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\left(X_{u} Y_{r}-Y_{u} X_{r}\right)
\end{aligned}
$$

(we have also used the antisymmetry of function $f$ ) and

$$
\begin{aligned}
& \sum_{u v}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) \gamma\left(\varrho^{u v}\right) f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& =\sum_{s r}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \gamma\left(\varrho^{s r}\right) f\left(q^{s}, q^{u}\right) f\left(q^{v}, q^{r}\right)\left(X_{u} Y_{r}-Y_{u} X_{r}\right) \\
& =\sum_{s r}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \gamma\left(\varrho^{s r}\right) f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\left(X_{u} Y_{r}-Y_{u} X_{r}\right) .
\end{aligned}
$$

In conclusion, we may write the second term as follows:

$$
\begin{aligned}
& \left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(-\frac{1}{4} g_{\varphi}^{u s,} g^{\varphi \psi} g_{\psi}^{r v,}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) \\
& \quad=\sum_{u r s}\left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left\{-\frac{1}{2}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)\right] f\left(q^{u}, q^{s}\right) f\left(q^{r}, q^{v}\right)\right\}\left(X_{s} Y_{v}-Y_{s} X_{v}\right) .
\end{aligned}
$$

4.3. Third term. The following holds (we're summing over both $\varphi$ and $\psi$ ):

$$
g_{\varphi}^{u s,} g_{\psi}^{\varphi r,} g^{\psi v}=\sum_{\varphi}\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{s}\right) f\left(q^{u}, q^{s}\right)\left(\delta_{\psi}^{\varphi}-\delta_{\psi}^{r}\right) f\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)=A^{u r s v} f\left(q^{u}, q^{s}\right)
$$

with:

$$
\begin{aligned}
A^{u r s v} \triangleq & \sum_{\varphi}\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{s}\right)\left(\delta_{\psi}^{\varphi}-\delta_{\psi}^{r}\right) f\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right) \\
= & \sum_{\varphi} \delta_{\varphi}^{u} \delta_{\psi}^{\varphi} f\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)-\delta_{\varphi}^{u} \delta_{\psi}^{r} f\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right) \\
& -\sum_{\varphi} \delta_{\varphi}^{s} \delta_{\psi}^{\varphi} f\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)+\delta_{\varphi}^{s} \delta_{\psi}^{r} f\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right) \\
= & f\left(q^{u}, q^{r}\right) \gamma\left(\varrho^{u v}\right)-f\left(q^{u}, q^{r}\right) \gamma\left(\varrho^{r v}\right)-f\left(q^{s}, q^{r}\right) \gamma\left(\varrho^{s v}\right)+f\left(q^{s}, q^{r}\right) \gamma\left(\varrho^{r v}\right) \\
= & f\left(q^{u}, q^{r}\right)\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right]+f\left(q^{s}, q^{r}\right)\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s v}\right)\right] .
\end{aligned}
$$

Whence the third term takes the form:

$$
g_{\varphi}^{u s,} g_{\psi}^{\varphi r,} g^{\psi v}=\left\{f\left(q^{u}, q^{r}\right)\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right]+f\left(q^{s}, q^{r}\right)\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s v}\right)\right]\right\} f\left(q^{u}, q^{s}\right)
$$

4.4. Fourth term. We need to compute: $-\frac{3}{2} g^{r \varphi} g_{\varphi}^{u \psi,} g_{\psi \xi} g^{\xi s,} g^{\eta v}$. Note that:

$$
g^{r \varphi} g_{\varphi}^{u \psi}=\gamma\left(\varrho^{r \varphi}\right)\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{\psi}\right) f\left(q^{u}, q^{\psi}\right)=\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{r \psi}\right)\right] f\left(q^{u}, q^{\psi}\right),
$$

and analogously $g^{v \eta} g^{\xi s,}{ }_{\eta}=\left[\gamma\left(\varrho^{v \xi}\right)-\gamma\left(\varrho^{v s}\right)\right] f\left(q^{\xi}, q^{s}\right)$. Therefore:

$$
\begin{aligned}
& -\frac{3}{2} g^{r \varphi} g_{\varphi}^{u \psi,} g_{\psi \xi} g_{\eta}^{\xi s,} g^{\eta v} \\
& \quad=-\frac{3}{2} \sum_{\varphi \xi}\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{r \psi}\right)\right] f\left(q^{u}, q^{\psi}\right) g_{\psi \xi} f\left(x^{\xi}, q^{s}\right)\left[\gamma\left(\varrho^{v \xi}\right)-\gamma\left(\varrho^{v s}\right)\right]
\end{aligned}
$$

Remark. Let $Z^{\psi} \triangleq\left(X_{u} Y_{r}-Y_{u} X_{r}\right) g^{r \varphi} g^{u \psi,}$. Then

$$
\left(X_{u} Y_{r}-Y_{u} X_{r}\right)\left(-\frac{3}{2} g^{r \varphi} g^{u \psi,} \varphi g_{\psi \xi} g^{\xi s,} g^{\eta v}\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right)=-\frac{3}{2} Z^{\psi} g_{\psi \xi} Z^{\xi}<0
$$

since the metric tensor $g_{\psi \xi}$ is positive definite. Whence the fourth term provides a negative contribution to the numerator of sectional curvature, for any choice of tangent vectors $X=q^{i} \partial_{i}$ and $Y=Y^{j} \partial_{j}$ in $T_{I} \mathcal{I}$.
4.5. Summation of four terms. The above discussion boils down to the following way of rewriting formula (5.25):

$$
\begin{aligned}
& 2 R^{u r s v} X_{u} Y_{r} Y_{s} X_{v}=\sum_{r s u}\left(X_{u} Y_{r}-Y_{u} X_{r}\right) \\
& \cdot\left(\left[2 \gamma\left(\varrho^{r s}\right) \gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{r s}\right) \gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r u}\right) \gamma\left(\varrho^{s v}\right)\right] \gamma^{\prime \prime}\left(\varrho^{s u}\right)+f\left(q^{u}, q^{s}\right) .\right. \\
& \quad \cdot\left\{f\left(q^{u}, q^{r}\right)\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right]+f\left(q^{s}, q^{r}\right)\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s v}\right)\right]-\frac{1}{2} f\left(q^{r}, q^{v}\right)\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)\right]\right\} \\
& \left.\quad-\frac{3}{2} \sum_{\varphi \xi}\left[\gamma\left(\varrho^{r u}\right)-\gamma\left(\varrho^{r \psi}\right)\right] f\left(q^{u}, q^{\psi}\right) g_{\psi \xi} f\left(x^{\xi}, q^{s}\right)\left[\gamma\left(\varrho^{v \xi}\right)-\gamma\left(\varrho^{v s}\right)\right]\right)\left(X_{s} Y_{v}-Y_{s} X_{v}\right) ;
\end{aligned}
$$

in the next section we will extend the above formula to the $D$-dimensional case.

## 5. Sectional curvature for $N D$-dimensional landmarks

As we discussed in Chapter 3 in the case of landmarks in $D \geq 2$ dimensions it is convenient to introduce a metric tensor and a cometric tensor with "double indices", one that refers to the landmark index and the other that refers to the dimensional component of that specific landmark. Given the block-diagonal nature of the metric tensor we can write its generic element as follows:

$$
\begin{equation*}
g^{i a j b}(q)=h^{i j}(q) \delta^{a b}, \quad i, j=1, \ldots, N, \quad a, b=1, \ldots, D \tag{5.27}
\end{equation*}
$$

where (in the case of exact matching, $\lambda=\infty) h^{i j}(q)=G\left(q^{i}, q^{j}\right)=\gamma\left(\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}\right)$. The following result is the $D$-dimensional counterpart of Lemma 5.2.

Lemma 5.9. Let $\gamma:[0,+\infty) \rightarrow \mathbb{R}$ be such that $G(x, y)=\gamma\left(\|x-y\|_{\mathbb{R}^{D}}\right)$ is the kernel of admissible space $V$. Then the first and second partial derivatives of the cometric tensor for $N$ one-dimensional landmarks are respectively given by:

$$
\begin{equation*}
g_{k c}^{i a j b,}=\frac{\partial}{\partial q^{k c}} g^{i a j b}=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) \gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i c}-q^{j c}}{\varrho^{i j}} \delta^{a b}, \tag{5.28}
\end{equation*}
$$

and

$$
\begin{aligned}
g_{k c l d}^{i a j b}=\frac{\partial}{\partial q^{\ell d}} g_{k c}^{i a j b}, & \left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left(\delta_{\ell}^{i}-\delta_{\ell}^{j}\right) \delta^{a b}\left\{\gamma^{\prime \prime}\left(\varrho^{i j}\right) \frac{\left(q^{i c}-q^{j c}\right)\left(q^{i d}-q^{j d}\right)}{\left(\varrho^{i j}\right)^{2}}\right. \\
9) & \left.+\frac{\gamma^{\prime}\left(\varrho^{i j}\right)}{\varrho^{i j}}\left[\delta_{c d}-\frac{\left(q^{i c}-q^{j c}\right)\left(q^{i d}-q^{j d}\right)}{\left(\varrho^{i j}\right)^{2}}\right]\right\},
\end{aligned}
$$

where $\varrho^{i j} \triangleq\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}$.

Proof. We have that $g^{i a j b}{ }_{k c}=\frac{\partial}{\partial q^{k c}}\left(h^{i j}\right) \delta^{a b}$, where

$$
\frac{\partial}{\partial q^{k c}} h^{i j}(q)=\frac{\partial}{\partial q^{k c}} \gamma\left(\varrho^{i j}\right)=\left\{\begin{array}{cl}
0 & \text { for } k \neq i, k \neq j \\
\frac{\partial}{\partial q^{i c}} \gamma\left(\varrho^{i j}\right) & \text { for } k=i \\
\frac{\partial}{\partial q^{j c}} \gamma\left(\varrho^{i j}\right) & \text { for } k=j
\end{array}\right.
$$

By the chain rule

$$
\frac{\partial}{\partial q^{i c}} \gamma\left(\varrho^{i j}\right)=\gamma^{\prime}\left(\varrho^{i j}\right) \frac{\partial}{\partial q^{i c}} \varrho^{i j}=\gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i c}-q^{j c}}{\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}},
$$

hence

$$
g_{k c}^{i a j b,}=\left\{\begin{array}{cl}
0 & \text { for } k \neq i, k \neq j \\
\gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i c}-q^{j c}}{\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}} \delta^{a b} & \text { for } k=i \\
-\gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i c}-q^{j}}{\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}} \delta^{a b} & \text { for } k=j
\end{array}\right.
$$

which we may write in the compact form

$$
\begin{equation*}
g_{k c}^{i a j b,}=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) \gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i c}-q^{j c}}{\varrho^{i j}} \delta^{a b} \tag{5.30}
\end{equation*}
$$

which is precisely (5.28). We can use such expression to write:

$$
\begin{align*}
g_{k c l d}^{i a j b}= & \frac{\partial}{\partial q^{\ell d}} g_{k c}^{i a j b}=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) \frac{\partial}{\partial q^{\ell d}}\left[\gamma^{\prime}\left(\varrho^{i j}\right) \frac{q^{i c}-q^{j c}}{\varrho^{i j}}\right] \delta^{a b}  \tag{5.31}\\
= & \left(\delta_{k}^{i}-\delta_{k}^{j}\right)\left\{\frac{q^{i c}-q^{j c}}{\varrho^{i j}} \frac{\partial}{\partial q^{\ell d}} \gamma^{\prime}\left(\varrho^{i j}\right)\right. \\
& \left.+\frac{\gamma^{\prime}\left(\varrho^{i j}\right)}{\varrho^{i j}} \frac{\partial}{\partial q^{\ell d}}\left(q^{i c}-q^{j c}\right)+\gamma^{\prime}\left(\varrho^{i j}\right)\left(q^{i c}-q^{j c}\right) \frac{\partial}{\partial q^{\ell d}} \frac{1}{\varrho^{i j}}\right\} \delta^{a b} ;
\end{align*}
$$

we will now compute the three derivatives inside the curly brackets.

In a way that is analogous to how (5.30) was computed we can prove that:

$$
\begin{equation*}
\frac{\partial}{\partial q^{\ell d}} \gamma^{\prime}\left(\varrho^{i j}\right)=\left(\delta_{\ell}^{i}-\delta_{\ell}^{j}\right) \gamma^{\prime \prime}\left(\varrho^{i j}\right) \frac{q^{i d}-q^{j d}}{\varrho^{i j}} \tag{5.32}
\end{equation*}
$$

Also,

$$
\frac{\partial}{\partial q^{\ell d}}\left(q^{i c}-q^{j c}\right)=\left\{\begin{array}{cl}
0 & \text { if } \ell \neq i \text { and } \ell \neq j \\
0 & \text { if } c \neq d \\
\frac{\partial}{\partial q^{i c}}\left(q^{i c}-q^{j c}\right)=1 & \text { if } \ell=i \text { and } d=c \\
\frac{\partial}{\partial q^{i c}}\left(q^{i c}-q^{j c}\right)=-1 & \text { if } \ell=j \text { and } d=c
\end{array}\right.
$$

which may be expressed compactly as

$$
\begin{equation*}
\frac{\partial}{\partial q^{\ell d}}\left(q^{i c}-q^{j c}\right)=\delta_{\ell}^{i} \delta_{d}^{c}-\delta_{\ell}^{j} \delta_{d}^{c}=\left(\delta_{\ell}^{i}-\delta_{\ell}^{j}\right) \delta_{d}^{c} \tag{5.33}
\end{equation*}
$$

We should now note that

$$
\frac{\partial}{\partial q^{\ell d}} \varrho^{i j}=\frac{\partial}{\partial q^{\ell d}}\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}=\left\{\begin{array}{cl}
0 & \text { if } \ell \neq i \text { and } \ell \neq i \\
\frac{\partial}{\partial q^{i d}} \varrho^{i j}=\frac{q^{i d}-q^{j d}}{\varrho^{i j}} & \text { if } \ell=i \\
\frac{\partial}{\partial q^{j d}} \varrho^{i j}=\frac{q^{j d}-q^{i d}}{\varrho^{i j}} & \text { if } \ell=j
\end{array}\right.
$$

that is,

$$
\frac{\partial}{\partial q^{\ell d}} \varrho^{i j}=\left(\delta_{\ell}^{i}-\delta_{\ell}^{j}\right) \frac{q^{i d}-q^{j d}}{\varrho^{i j}}
$$

whence we can finally compute

$$
\begin{equation*}
\frac{\partial}{\partial q^{\ell d}} \frac{1}{\varrho^{i j}}=\frac{\partial}{\partial q^{\ell d}}\left(\varrho^{i j}\right)^{-1}=-\frac{1}{\left(\varrho^{i j}\right)^{2}} \frac{\partial}{\partial q^{\ell d}} \varrho^{i j}=-\left(\delta_{\ell}^{i}-\delta_{\ell}^{j}\right) \frac{q^{i d}-q^{j d}}{\left(\varrho^{i j}\right)^{3}} . \tag{5.34}
\end{equation*}
$$

Inserting the right-hand sides of equations (5.32), (5.33) and (5.34) into the right-hand side of (5.31) finally yields (5.29), thus completing the proof of the lemma.

REmark. We should note that, as expected, in the case $D=1$ equations (5.28) and (5.29) reduce, respectively, to equations (5.4) and (5.5) provided by Lemma 5.2. In fact in this case we have that $a=b=c=d=1$, whence

$$
\begin{aligned}
\frac{q^{i c}-q^{j c}}{\varrho^{i j}} & =\operatorname{sgn}\left(q^{i 1}-q^{j 1}\right), \\
\frac{\left(q^{i c}-q^{j c}\right)\left(q^{i d}-q^{j d}\right)}{\left(\varrho^{i j}\right)^{2}} & =\frac{\left(q^{i 1}-q^{j 1}\right)^{2}}{\left(\varrho^{i j}\right)^{2}}=1
\end{aligned}
$$



Figure 5.9. Typical shape of function $\widetilde{f}_{1}(x), x=(v, u)$, for $D=2$;
and obviously $\delta^{a b}=\delta^{c d}=1$.

Definition 5.10. For notational convenience, for a fixed index $a \in\{1, \ldots, D\}$ we will introduce function $\widetilde{f}_{a}: \mathbb{R}^{D} \rightarrow \mathbb{R}: x \mapsto \gamma^{\prime}\left(\|x\|_{\mathbb{R}^{D}}\right) \frac{x^{a}}{\|x\|_{\mathbb{R}^{D}}}$ and define:

$$
f_{a}(x, y) \triangleq \tilde{f}_{a}(x-y)=\gamma^{\prime}\left(\|x-y\|_{\mathbb{R}^{D}}\right) \frac{x^{a}-y^{a}}{\|x-y\|_{\mathbb{R}^{D}}}
$$

where $x^{a}$ and $y^{a}$ are the $a$-th components of points $x, y \in \mathbb{R}^{D}$.

As we had for function $f$ introduced in Definition 5.3, it is the case that $f_{a}(x, y)=$ $-f_{a}(y, x)$ and $f_{a}(x, x)=0$, for any choice of index $a \in\{1, \ldots, D\}$. Figure 5.9 shows the typical shape of function $\widetilde{f}_{1}: \mathbb{R}^{D} \rightarrow \mathbb{R}$ in the case $D=2$; compare it with the one-dimensional counterpart shown in Figure 5.1. With the above notation, equation (5.28) can be simply written as

$$
g_{k c}^{i a j b}=\left(\delta_{k}^{i}-\delta_{k}^{j}\right) f_{c}\left(q^{i}, q^{j}\right) \delta^{a b} .
$$

We are now going to apply the results of Lemma 5.9 to Theorem 4.4 so to compute the general formula for sectional curvature for the Riemannian manifold of $N$
landmarks in $D$ dimensions. In order to do that, we first need to rewrite the formula provided by Theorem 4.4 in terms of the "double index" notation introduced in Chapter 3. We are going to use $u, r, s, v$ for the indices concerning the landmark label, and $a, b, c, d$ for those regarding the component of a specific landmark; as far as summation indices are concerned, we are going to use $\varphi, \psi, \xi, \eta$ and $\alpha, \beta, \gamma, \varepsilon$ for the two types of indices, respectively. We have:

$$
\begin{aligned}
& 2 R^{u a r b s c v d} X_{u a} Y_{r b} Y_{s c} X_{v d}=\left(X_{u a} Y_{r b}-Y_{u a} X_{r b}\right)\left(g^{s c u a, r b v d}-\frac{1}{4} g_{\varphi \alpha}^{u a s c,} g^{r b v d, \varphi \alpha}\right. \\
& \left.\quad+g_{\varphi \alpha}^{u a s c,} g^{\varphi \alpha r b, v d}-\frac{3}{2} g^{u a \psi \beta, r b} g_{\psi \beta \xi \gamma} g^{\xi \gamma s c, v d}\right)\left(X_{s c} Y_{v d}-Y_{s c} X_{v d}\right),
\end{aligned}
$$

with $u, r, s, v=1, \ldots, N$ and $a, b, c, d=1, \ldots, D$. As we did in section 4 we are going to analyze the four terms in the central factor of the right-hand side of the above equation one by one.
5.1. First term. We can use formula (5.29) from Lemma 5.9 to compute:

$$
\begin{aligned}
& g^{s c u a, r b v d} \triangleq g_{\varphi \alpha \psi \beta}^{s c u a}{ }^{\text {a }} g^{\varphi \alpha r b} g^{\psi \beta v d} \\
&=\left(\delta_{\varphi}^{s}-\delta_{\varphi}^{u}\right)\left(\delta_{\psi}^{s}-\delta_{\psi}^{u}\right) \delta^{c a}\left\{\gamma^{\prime \prime}\left(\varrho^{s u}\right) \frac{\left(q^{s \alpha}-q^{u \alpha}\right)\left(q^{s \beta}-q^{u \beta}\right)}{\left(\varrho^{s u}\right)^{2}}\right. \\
&\left.+\frac{\gamma^{\prime}\left(\varrho^{s u}\right)}{\varrho^{s u}}\left[\delta_{\alpha \beta}-\frac{\left(q^{s \alpha}-q^{u \alpha}\right)\left(q^{s \beta}-q^{u \beta}\right)}{\left(\varrho^{s u}\right)^{2}}\right]\right\} \gamma\left(\varrho^{\varphi r}\right) \delta^{\alpha b} \gamma\left(\varrho^{\psi v}\right) \delta^{\beta d},
\end{aligned}
$$

that is, summing over indices $\alpha, \beta, \varphi$ and $\psi$,

$$
\begin{aligned}
g^{s c u a, r b v d}= & {\left[\gamma\left(\varrho^{s r}\right)-\gamma\left(\varrho^{u r}\right)\right]\left[\gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{u v}\right)\right] \delta^{a c}\left\{\gamma^{\prime \prime}\left(\varrho^{s u}\right) \frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}\right.} \\
& \left.+\frac{\gamma^{\prime}\left(\varrho^{s u}\right)}{\varrho^{s u}}\left[\delta^{b d}-\frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}\right]\right\},
\end{aligned}
$$

that is,

$$
\begin{aligned}
g^{s c u a, r b v d}= & {\left[\underline{\left.\gamma\left(\varrho^{s r}\right) \gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{s r}\right) \gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{u r}\right) \gamma\left(\varrho^{s v}\right)+\underline{\gamma\left(\varrho^{u r}\right) \gamma\left(\varrho^{u v}\right)}\right] \delta^{a c}}\right.} \\
& \cdot\left\{\gamma^{\prime \prime}\left(\varrho^{s u}\right) \frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}+\frac{\gamma^{\prime}\left(\varrho^{s u}\right)}{\varrho^{s u}}\left[\delta^{b d}-\frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}\right]\right\} .
\end{aligned}
$$

After multiplying by the components of the contangent vectors a simplification occurs, in the same way that they occurred in the one-dimensional case: that is, the two underlined terms in the above equation actually combine. The final result is:

$$
\begin{aligned}
\left(X_{u a} Y_{r b}-\right. & \left.Y_{u a} X_{r b}\right) g^{s c u a, r b v d}\left(X_{s c} Y_{v d}-Y_{s c} X_{v d}\right) \\
=\sum_{s u} & \left(X_{u a} Y_{r b}-Y_{u a} X_{r b}\right)\left(\left[2 \gamma\left(\varrho^{s r}\right) \gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{s r}\right) \gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{u r}\right) \gamma\left(\varrho^{s v}\right)\right] \delta^{a c}\right. \\
& \left.\cdot\left\{\gamma^{\prime \prime}\left(\varrho^{s u}\right) \frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}+\frac{\gamma^{\prime}\left(\varrho^{s u}\right)}{\varrho^{s u}}\left[\delta^{b d}-\frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}\right]\right\}\right) \\
& \cdot\left(X_{s c} Y_{v d}-Y_{s c} X_{v d}\right) ;
\end{aligned}
$$

as usual, we have written the summation symbols explicitly only for those indices that break the rules of Einstein's summation convention.
5.2. Second term. This time we need formula (5.28) from Lemma 5.9:

$$
\begin{aligned}
- & \frac{1}{4} g_{\varphi \alpha}^{u a s c} g^{r b v d, \varphi \alpha}=-\frac{1}{4} g_{\varphi \alpha}^{u a s c} g_{\varphi \beta}^{r b v d,} g^{\varphi \alpha \psi \beta} \\
& =-\frac{1}{4}\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{s}\right) \gamma^{\prime}\left(\varrho^{u s}\right) \frac{q^{u \alpha}-q^{s \alpha}}{\varrho^{u s}} \delta^{a c}\left(\delta_{\psi}^{r}-\delta_{\psi}^{v}\right) \gamma^{\prime}\left(\varrho^{r v}\right) \frac{q^{r \beta}-q^{v \beta}}{\varrho^{r v}} \delta^{b d} \gamma\left(\varrho^{\varphi \psi}\right) \delta^{\alpha \beta} \\
& =-\frac{1}{4} \delta^{a c} \delta^{b d}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{s r}\right)+\gamma\left(\varrho^{s v}\right)\right] f_{\alpha}\left(q^{u}, q^{s}\right) \delta^{\alpha \beta} f_{\beta}\left(q^{r}, q^{v}\right) \\
& =-\frac{1}{4} \delta^{a c} \delta^{b d}\left[\underline{\gamma\left(\varrho^{u r}\right)}-\underline{\underline{\gamma\left(\varrho^{u v}\right)}}-\underline{\underline{\gamma\left(\varrho^{s r}\right)}}+\underline{\gamma\left(\varrho^{s v}\right)}\right] \sum_{\alpha=1}^{D} f_{\alpha}\left(q^{u}, q^{s}\right) f_{\alpha}\left(q^{r}, q^{v}\right) .
\end{aligned}
$$

Once again, multiplying by the components of the cotangent vectors causes some simplifications: the two underlined and and the two doubly underlined terms combine. The final result is:

$$
\begin{aligned}
& \left(X_{u a} Y_{r b}-Y_{u a} X_{r b}\right) g^{s c u a, r b v d}\left(X_{s c} Y_{v d}-Y_{s c} X_{v d}\right) \\
& \quad=\sum_{s u}\left(X_{u a} Y_{r b}-Y_{u a} X_{r b}\right)\left(-\frac{1}{2} \delta^{a c} \delta^{b d}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)\right] \sum_{\alpha=1}^{D} f_{\alpha}\left(q^{u}, q^{s}\right) f_{\alpha}\left(q^{r}, q^{v}\right)\right) \\
& \quad \cdot\left(X_{s c} Y_{v d}-Y_{s c} X_{v d}\right) .
\end{aligned}
$$

5.3. Third term. Once again, by formula (5.28) from Lemma 5.9:

$$
\begin{aligned}
g^{u a s c},{ }_{\varphi \alpha} & g^{\varphi \alpha r b, v d}=g_{\varphi \alpha}^{u a s c} g^{\varphi \alpha r b,}{ }_{\psi \beta}^{\psi \beta v d} \\
= & \sum_{\varphi}\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{s}\right) f_{\alpha}\left(q^{u}, q^{s}\right) \delta^{a c}\left(\delta_{\psi}^{\varphi}-\delta_{\psi}^{r}\right) f_{\beta}\left(q^{\varphi}, q^{r}\right) \delta^{\alpha b} \gamma\left(\varrho^{\psi v}\right) \delta^{\beta d} \\
= & {\left[\sum_{\varphi} \delta_{\varphi}^{u} \delta_{\psi}^{\varphi} f^{d}\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)-\delta_{\varphi}^{u} \delta_{\psi}^{r} f^{d}\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)\right.} \\
& \left.\quad-\sum_{\varphi} \delta_{\varphi}^{s} \delta_{\psi}^{\varphi} f^{d}\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)+\delta_{\varphi}^{s} \delta_{\psi}^{r} f^{d}\left(q^{\varphi}, q^{r}\right) \gamma\left(\varrho^{\psi v}\right)\right] f^{b}\left(q^{u}, q^{s}\right) \delta^{a c} \\
= & {\left[f^{d}\left(q^{u}, q^{r}\right) \gamma\left(\varrho^{u v}\right)-f^{d}\left(q^{u}, q^{r}\right) \gamma\left(\varrho^{r v}\right)\right.} \\
& \left.-f^{d}\left(q^{s}, q^{r}\right) \gamma\left(\varrho^{s v}\right)+f^{d}\left(q^{s}, q^{r}\right) \gamma\left(\varrho^{r v}\right)\right] f^{b}\left(q^{u}, q^{s}\right) \delta^{a c} \\
= & \left\{\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right] f^{d}\left(q^{u}, q^{r}\right)+\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s v}\right)\right] f^{d}\left(q^{s}, q^{r}\right)\right\} f^{b}\left(q^{u}, q^{s}\right) \delta^{a c},
\end{aligned}
$$

where we have (only notationally) raised the indices in functions $f^{d}$ and $f^{b}$ to make them consistent with the left-hand side, e.g. defining $f^{b} \triangleq \delta^{\alpha b} f_{\alpha}$.
5.4. Fourth term. We have:

$$
\begin{aligned}
& -\frac{3}{2} g^{u a \psi \beta, r b} g_{\psi \beta \xi \gamma} g^{\xi \gamma s c, v d}=-\frac{3}{2} g_{\varphi \alpha}^{u a \psi \beta,} g^{\varphi \alpha r b} g_{\psi \beta \xi \gamma} g_{\eta \varepsilon}^{\xi \gamma s c,} g^{\eta \varepsilon v d} \\
& =-\frac{3}{2} \sum_{\varphi \psi}\left(\delta_{\varphi}^{u}-\delta_{\varphi}^{\psi}\right) f_{\alpha}\left(q^{u}, q^{\psi}\right) \delta^{a \beta} \gamma\left(\varrho^{\varphi r}\right) \delta^{\alpha b} g_{\psi \beta \xi \gamma}\left(\delta_{\eta}^{\xi}-\delta_{\eta}^{s}\right) f_{\varepsilon}\left(q^{\xi}, q^{s}\right) \delta^{\gamma c} \gamma\left(\varrho^{\eta v}\right) \delta^{\varepsilon d} \\
& =-\frac{3}{2} \sum_{\varphi \psi}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{\psi r}\right)\right] f^{b}\left(q^{u}, q^{\psi}\right) h_{\psi \xi} f^{d}\left(q^{\xi}, q^{s}\right)\left[\gamma\left(\varrho^{\xi v}\right)-\gamma\left(\varrho^{s v}\right)\right] \delta^{a c},
\end{aligned}
$$

where $h_{i j}(q)$ is the inverse tensor of $h^{i j}(q)=G\left(q^{i}, q^{j}\right)$, defined in (5.27): it is in fact the case that $g_{\psi \beta \xi \gamma} \delta^{a \eta} \delta^{\gamma c}=h_{\psi \xi} \delta_{\beta \gamma} \delta^{a \eta} \delta^{\gamma c}=h_{\psi \xi} \delta^{a c}$.
5.5. Summation of four terms. The discussion above finally leads to:

$$
\begin{aligned}
& 2 R^{u a r b s c v d} X_{u a} Y_{r b} Y_{s c} X_{v d}=\sum_{r s u}\left(X_{u a} Y_{r b}-Y_{u a} X_{r b}\right)\left(X_{s c} Y_{v d}-Y_{s c} X_{v d}\right) \delta^{a c} . \\
& \cdot\left(\left[2 \gamma\left(\varrho^{s r}\right) \gamma\left(\varrho^{s v}\right)-\gamma\left(\varrho^{s r}\right) \gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{u r}\right) \gamma\left(\varrho^{s v}\right)\right]\right. \\
& \quad \cdot\left\{\gamma^{\prime \prime}\left(\varrho^{s u}\right) \frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}+\frac{\gamma^{\prime}\left(\varrho^{s u}\right)}{\varrho^{s u}}\left[\delta^{b d}-\frac{\left(q^{s b}-q^{u b}\right)\left(q^{s d}-q^{u d}\right)}{\left(\varrho^{s u}\right)^{2}}\right]\right\} \\
& \quad-\frac{1}{2} \delta^{b d}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{s r}\right)\right] \sum_{\alpha=1}^{D} f_{\alpha}\left(q^{u}, q^{s}\right) f_{\alpha}\left(q^{r}, q^{v}\right) \\
& \quad+\left\{\left[\gamma\left(\varrho^{u v}\right)-\gamma\left(\varrho^{r v}\right)\right] f^{d}\left(q^{u}, q^{r}\right)+\left[\gamma\left(\varrho^{r v}\right)-\gamma\left(\varrho^{s v}\right)\right] f^{d}\left(q^{s}, q^{r}\right)\right\} f^{b}\left(q^{u}, q^{s}\right) \\
& \left.\quad-\frac{3}{2} \sum_{\varphi \psi}\left[\gamma\left(\varrho^{u r}\right)-\gamma\left(\varrho^{\psi r}\right)\right] f^{b}\left(q^{u}, q^{\psi}\right) h_{\psi \xi} f^{d}\left(q^{\xi}, q^{s}\right)\left[\gamma\left(\varrho^{\xi v}\right)-\gamma\left(\varrho^{s v}\right)\right]\right)
\end{aligned}
$$

where, as usual, we have written the summation symbols explicitly for the indices for which the rules of Einstein's summation conventions are broken, i.e. when the summation index appears more than twice in a product.

REmARK. Once again, one can easily verify that the formula computed above for sectional curvature in the general case for $N$ landmarks in $D$ dimensions simplify to the one that we had computed for $N$ one-dimensional landmarks reported at the end of section 4 , simply by setting $a=b=c=d=1$.

## 6. Conclusions

In this chapter we have provided explicit formulas for the dual Riemannian curvature tensor in the case of $N$ one-dimensional landmarks and for sectional curvature in the case of $N$ landmarks in one or $D \geq 2$ dimensions; in particular, we have have also analyzed in detail the graphs of sectional curvature for two and three landmarks on the real line. The formulas are expressed in terms of the function $\gamma$ that defines the kernel $G(x, y)=\gamma\left(\|x-y\|_{\mathbb{R}^{D}}\right)$, and its first and second derivatives. For specific choices of $\gamma$ its derivatives are related to it, e.g. by second order differential equation (2.15) in the case of Sobolev-type kernels or by equations (2.19) and (2.20) for
the Gaussian and Cauchy kernels, respectively; using such expressions the formulas for sectional curvature could be made analytically more explicit, although we chose to leave them in their most general form-which is still numerically implementable.

In the next chapter we will use some of the formulas we worked out in the present one to investigate the effects of curvature on the qualitative dynamics of landmarks, i.e. the geodesic flow determined by the Hamiltonian system discussed in Chapter 3.

## CHAPTER 6

## The Qualitative Dynamics of Landmarks

In this chapter we explore the qualitative dynamics of geodesics for landmarks manifolds and analyze how such dynamics are influenced by curvature, which we studied in the previous chapter.

## 1. Introduction

Geodesics are determined by the Euler-Lagrange equations for the Riemannian energy that was introduced in Chapter 2. The geodesic flow on the tangent bundle can also be obtained from the cogeodesic flow determined by Hamilton's equations:

$$
\left\{\begin{array}{rl}
\dot{q}^{i} & =\sum_{j=1}^{N}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right) p_{j}  \tag{6.1}\\
\dot{p}_{i} & =-\sum_{j=1}^{N} \nabla_{\xi} G\left(q^{i}, q^{j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}
\end{array} \quad i=1, \ldots, N\right.
$$

which we derived in Chapter 3. Having studied curvature in the previous chapter we will analyze the effect that it has on the qualitative dynamics of landmarks, e.g. by verifying the existence of conjugate points (that is, points on the manifold that are connected by distinct geodesic curves) in regions of positive curvature, or by verifying the divergence of geodesics in regions of negative curvature.

Before proceeding we will express the conservation of the Hamiltonian for landmarks, whose expression is

$$
\begin{equation*}
\mathcal{H}(p, q)=\frac{1}{2} \sum_{i, j=1}^{N}\left(G\left(q^{i}, q^{j}\right)+\frac{\delta^{i j}}{\lambda}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}, \tag{6.2}
\end{equation*}
$$

in a way that will be useful for our study. As usual, we assume that the kernel $G$ of admissible Hilbert space $V$ has the form $G(x, y)=\gamma\left(\|x-y\|_{\mathbb{R}^{D}}\right)$ for some function $\gamma$ : $[0, \infty) \rightarrow \mathbb{R}$.

Proposition 6.1. For any choice of the smoothing parameter $\lambda$, the following scalar quantity is conserved:

$$
M(p, q) \triangleq \sum_{1 \leq i<j \leq N}\left[\gamma(0)+\frac{1}{\lambda}-\gamma\left(\varrho^{i j}\right)\right]\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}
$$

where $\varrho^{i j}=\left\|q^{i}-q^{j}\right\|_{\mathbb{R}^{D}}$.

Proof. We can manipulate the expression for the Hamiltonian as follows:

$$
\begin{aligned}
\mathcal{H}(p, q)= & \frac{1}{2}\left\{\sum_{i=1}^{N}\left(\gamma(0)+\frac{1}{\lambda}\right)\left\langle p_{i}, p_{i}\right\rangle_{\mathbb{R}^{D}}+2 \sum_{i<j} \gamma\left(\varrho^{i j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}\right\} \\
= & \frac{1}{2}\left\{\left(\gamma(0)+\frac{1}{\lambda}\right)\left[\sum_{i=1}^{N}\left\langle p_{i}, p_{i}\right\rangle_{\mathbb{R}^{D}}+2 \sum_{i<j}\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}\right]\right. \\
& \left.-2 \sum_{i<j}\left(\gamma(0)+\frac{1}{\lambda}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}+2 \sum_{i<j} \gamma\left(\varrho^{i j}\right)\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}\right\} \\
= & \frac{1}{2}\left(\gamma(0)+\frac{1}{\lambda}\right)\left\langle\sum_{i=1}^{N} p_{i}, \sum_{j=1}^{N} p_{j}\right\rangle_{\mathbb{R}^{D}}-\sum_{i<j}\left[\gamma(0)+\frac{1}{\lambda}-\gamma\left(\varrho^{i j}\right)\right]\left\langle p_{i}, p_{j}\right\rangle_{\mathbb{R}^{D}}
\end{aligned}
$$

but the first term on the right-hand side is conserved by the conservation of linear momentum. Since the Hamiltonian is conserved, so in the second term of the above expression and this completes the proof.

REmARK. We have not proven a "new" conservation law. The above proposition is a consequence of the conservation of the Hamiltonian function (6.2) and the conservation of linear momentum (Proposition 3.5).

For now on we shall assume, like we did in the previous chapter, that $\lambda=\infty$.

## 2. Dynamics of two one-dimensional landmarks

In the case of two landmarks on the real line Proposition 6.1 immediately implies the following result.

Corollary 6.2. For $\lambda=\infty$ (exact matching), in the case of two one-dimensional landmarks the scalar quantity $\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{1} p_{2}$ is conserved.

The conservation of linear momentum and the above result allow as to write the following expressions for the sum and product of momenta $p_{1}$ and $p_{2}$ :

$$
\begin{align*}
p_{1}(t)+p_{2}(t) & =p_{1}(0)+p_{2}(0),  \tag{6.3}\\
p_{1}(t) p_{2}(t) & =\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)} p_{1}(0) p_{2}(0), \tag{6.4}
\end{align*}
$$

for all time $t$. Thanks to the above equations the evolution of momenta can be completely solved in function of the evolution of the mutual distance $\varrho^{12}(t)$ between the two landmarks and the initial distance $\varrho^{12}(0)$; in particular, when the asymptotic behavior of $\varrho^{12}(t)$ for $t \rightarrow \infty$ is known, equations (6.3) and (6.4) allow one to infer the asymptotic behavior of the momenta, as a function of the initial distance $\varrho^{12}(0)$.

Hamilton's equations (6.1) provided by Proposition 3.1 simplify to the following:

$$
\begin{align*}
& \dot{q}^{1}=\gamma(0) p_{1}+\gamma\left(\varrho^{12}\right) p_{2}  \tag{6.5a}\\
& \dot{q}^{2}=\gamma\left(\varrho^{12}\right) p_{1}+\gamma(0) p_{2}  \tag{6.5b}\\
& \dot{p}_{1}=-f\left(q_{1}, q_{2}\right) p_{1} p_{2} \\
& \dot{p}_{2}=-f\left(q_{2}, q_{1}\right) p_{1} p_{2}=-\dot{p}_{1}
\end{align*}
$$

with $\varrho^{12}(t)=\left|q_{1}(t)-q_{2}(t)\right|$ and $f(x, y)=\gamma^{\prime}(|x-y|) \operatorname{sgn}(x-y)$ (see Definition 5.3). If we assume, as we do in the following, that $q_{1}<q_{2}$ at all time, then $f\left(q_{1}, q_{2}\right)=-\gamma^{\prime}\left(\varrho^{12}\right)$ and the last two equations above can be rewritten as follows:

$$
\begin{align*}
& \dot{p}_{1}=\gamma^{\prime}\left(\varrho^{12}\right) p_{1} p_{2}  \tag{6.5c}\\
& \dot{p}_{2}=-\gamma^{\prime}\left(\varrho^{12}\right) p_{1} p_{2} . \tag{6.5d}
\end{align*}
$$

Note also that the strong conservation law for momenta (Proposition 3.2) becomes:

$$
\begin{equation*}
\frac{\partial \varphi_{t}}{\partial \xi}\left(q_{i}(0)\right) p_{i}(t)=p_{i}(0), \quad t \in[0,1], \quad i=1,2 . \tag{6.6}
\end{equation*}
$$

Since $D=1$ there is no conservation of angular momentum, whence from now on in this section by "weak conservation law" we will always mean the conservation of linear

| Case \# | Initial mo | (0), $p_{2}$ (0) |
| :---: | :---: | :---: |
| 1. | $\bullet \bullet \bullet$ | $p_{1}>0, p_{2}=0$ |
| 2. | $\bullet \bullet$ | $0<p_{2}<p_{1}$ |
| 3. | $\bullet \bullet$ | $0<p_{1}=p_{2}$ |
| 4. | $\bullet \quad \bullet$ | $0<p_{1}<p_{2}$ |
| 5. | $\bullet \quad \bullet$ | $p_{1}=0, p_{2}>0$ |
| 6. | $\bullet \longrightarrow$ | $p_{2}<0$, with $p^{\prime}$ |
| 7. | $\bullet \longrightarrow+$ | $p_{2}<0$, with $p^{\prime}$ |
| 8. | $\longleftrightarrow \quad \bullet$ | $p_{2}>0$, with |
| 9. | $\leftrightarrow$ | $p_{2}>0$, with $\mid$ |

momentum (6.3). We also note that since $q^{2}>q^{1}$ for all $t$ we have that $\varrho^{12}=q^{2}-q^{1}$, whence the distance between landmarks satisfies the ordinary differential equation:

$$
\begin{equation*}
\frac{d}{d t} \varrho^{12}=\dot{q}^{2}-\dot{q}^{1}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left(p_{2}-p_{1}\right), \tag{6.7}
\end{equation*}
$$

by (6.5a) and (6.5b).
As far as the dynamics of equations $(6.5 \mathrm{a}) \div(6.5 \mathrm{~d})$ are concerned, we shall analyze the different cases listed in Table 6.1 (which are characterized by different initial


Figure 6.1. Sectional curvature $\kappa\left(\varrho^{12}\right)$ for the Gaussian kernel.
values of the momenta $p_{1}$ and $p_{2}$ ) in various regions of the manifold, i.e. in areas with positive or negative curvature. From now on, we shall always assume that $q_{1}<q_{2}$ (and since we assume that $\lambda=\infty$ such order cannot change in time). The qualitative behavior of the dynamical system in other cases not listed in Table 6.1 (e.g. $p_{1}=0$, $p_{2}<0$ ) can be inferred, by symmetry, from those listed.

We remind the reader that for the manifold of two one-dimensional landmarks sectional curvature $\kappa$, given by formula (5.17), only depends on $\varrho^{12}$ and is plotted again for convenience in Figure 6.1 in the case of the Gaussian kernel (5.18) with unit variance. As we saw in the previous chapter function $\kappa$ has a minimum, a zero (other than the one at $\varrho^{12}=0$ ) and a maximum at points:

$$
\begin{aligned}
\varrho_{\mathrm{m}} & =0.953, & \varrho_{\mathrm{z}} & =1.534, \\
\kappa\left(\varrho_{\mathrm{m}}\right) & =-0.1594, & \kappa\left(\varrho_{\mathrm{z}}\right) & =0,
\end{aligned}
$$

respectively. We have implemented numerically differential equations (6.5a) $\div(6.5 \mathrm{~d})$ precisely in the case of the Gaussian kernel with unit variance.

In the several figures that follow, where $q_{1}(t)$ is plotted against $q_{2}(t)$, the thick diagonal line has equation $q_{1}=q_{2}$ (or $\varrho^{12}=0$ ). Since we assume that $q_{2}>q_{1}$ the dynamics of the system take place above such line (see, for example, Figure 6.2: the
details regarding such Figure will be discussed later; note also that the scale may change from figure to figure). Proceeding from bottom to top, the next (dashed) diagonal line represents the points where $q_{2}-q_{1}=\varrho_{\mathrm{m}}$, i.e. the points where curvature has its minimum; the next (continuous) diagonal line represents the points where $q_{2}-$ $q_{1}=\varrho_{z}$, i.e. the points where curvature has a zero; finally, the next (dash-dotted) diagonal line represents the points where $q_{2}-q_{1}=\varrho_{\mathrm{M}}$, i.e. the points where curvature has its maximum; above the latter line curvature is positive, and converges to zero from above as $q_{2}-q_{1} \rightarrow+\infty$. We shall now analyze the nine cases listed in Table 6.1 in some detail.

Remark. Before proceeding, we should note some immediate consequences of the conservation laws that hold for all cases listed in Table 6.1. For example, when either one of the initial momenta is zero then by the strong conservation law (6.6) such momentum remains equal to zero for all time; if this is the case, then the other momentum is constant in time by the weak conservation law (6.3).

Also, note that for any $t$ the $\operatorname{map} \xi \mapsto \varphi_{t}(\xi)$ is a diffeomorphism, whence $\frac{\partial \varphi_{t}}{\partial \xi}(\xi) \neq 0$ for all pairs $(t, \xi)$; but for any $\xi$ the map $t \mapsto \frac{\partial \varphi_{t}}{\partial \xi}(\xi)$ is continuous and $\left.\frac{\partial \varphi_{t}}{\partial \xi}\right|_{t=0}=1$, therefore $\frac{\partial \varphi_{t}}{\partial \xi}(\xi)>0$ for all pairs $(t, \xi)$. Whence by the strong conservation law (6.6) if $p_{i}(0) \neq 0$ then $p_{i}(t)$ never changes sign in finite time and in particular never becomes zero. This implies, for example, that if the two landmarks collide into one another with opposite initial velocities then they will not "bounce" and escape to infinity in opposite directions, since this would imply a change of sign for both momenta; we shall provide the details of this instance later on (Case 6).

CASE $1\left(p_{1}>0, p_{2}=0\right)$. By the strong conservation law (6.6) we have $p_{2}(t) \equiv 0$ for all $t \in[0,1]$; a direct consequence of this, together with the weak conservation law (6.3), is that $p_{1}(t) \equiv p_{1}(0)$ for all $t \in[0,1]$. By equations (6.5a) and (6.5b) the first landmark moves to the right with constant speed $\dot{q}^{1}(t)=\gamma(0) p_{1}(0)$ and "pushes" the second landmark, whose speed increases as $\varrho^{12}$ decreases since $\dot{q}^{2}(t)=\gamma\left(\varrho^{12}\right) p_{1}(0)$ and $\gamma$ is monotone decreasing. The whole picture is provided by the following result.


Figure 6.2. Six trajectories in Case 1: $\left(q_{1}(0), q_{2}(0)\right)=$ $(0,1),(0,2), \ldots,(0,6)$ and, in all six cases, $\left(p_{1}(0), p_{2}(0)\right)=(10,0)$.

Proposition 6.3. Under the hypotheses of Case 1, i.e. $p_{1}(0)>0$ and $p_{2}(0)=0$, we have that $p_{1}(t) \equiv p_{1}(0), p_{2}(t) \equiv 0, q^{1}(t) \rightarrow \infty$ and $q^{2}(t) \rightarrow \infty$ with $\varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$. Also, $\dot{q}^{1}(t) \equiv \gamma(0) p_{1}(0)$ for all $t$ and $\dot{q}^{2}(t) \rightarrow \gamma(0) p_{1}(0)$ as $t \rightarrow \infty$.

Proof. Equation (6.7) becomes

$$
\frac{d}{d t} \varrho^{12}=-\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{1}(0)<0
$$

so $\varrho^{12}(t)$ is a monotone decreasing and positive function; whence it converges. This implies that $\frac{d}{d t} \varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$, so that, by the above equation, $\gamma\left(\varrho^{12}(t)\right) \rightarrow \gamma(0)$; therefore $\varrho^{12}(t) \rightarrow 0$ by the monotonicity of function $\gamma$. The rest of the proof descends directly from the equations (6.5a) and (6.5b).

Typical trajectories in the $\left(q_{1}, q_{2}\right)$ plane are shown in Figure 6.2.

CASE $2\left(0<p_{2}<p_{1}\right)$. In this case both landmarks initially move to the right, with the first one moving faster than the second one and therefore approaching it. It is not the case anymore that either $p_{1}(t)$ or $p_{2}(t)$ remain constant, but by the weak
conservation law their summation $p_{1}(t)+p_{2}(t)$ does. The interesting phenomenon that happens is that the second landmark "bounces" off the first one, and the two momenta are eventually "swapped" between the two; we will later provide a rigorous justification of such a behavior. This is illustrated in Figure 6.3: the top graph shows the time evolution of $q_{1}(t)$ and $q_{2}(t)$, whereas the bottom portion illustrates the corresponding time evolution of momenta $p_{1}(t)$ and $p_{2}(t)$; note that $p_{1}(t)+p_{2}(t)$ is constant in time. Figure 6.4 shows the same trajectory in the $\left(q_{1}, q_{2}\right)$ plane; since initial velocities are eventually swapped the final slope of the curve is the inverse of the initial slope. The following result holds.

Proposition 6.4. Under the hypotheses of Case 2, i.e. $0<p_{2}(0)<p_{1}(0)$, we have that $q^{1}(t) \rightarrow \infty, q^{2}(t) \rightarrow \infty$ and $\varrho^{12}(t) \rightarrow \infty$ as $t \rightarrow \infty$. Also,

$$
\lim _{t \rightarrow \infty} p_{1}(t)=\lim _{t \rightarrow-\infty} p_{2}(t), \quad \quad \lim _{t \rightarrow \infty} p_{2}(t)=\lim _{t \rightarrow-\infty} p_{1}(t),
$$

i.e. the two momenta are swapped.

Proof. Differential equation (6.7) holds for the mutual distance $\varrho^{12}$ :

$$
\frac{d}{d t} \varrho^{12}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left(p_{2}-p_{1}\right) .
$$

Factor $\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]$ is always positive, so that the sign of the right-hand side of (6.7) depends only on the difference $p_{2}-p_{1}$, and is initially negative; whence $\varrho^{12}(t)$ initially decreases. By the strong conservation law momenta $p_{1}(t)$ and $p_{2}(t)$ are always positive in finite time therefore

$$
\begin{aligned}
& \dot{p}_{1}=\gamma^{\prime}\left(\varrho^{12}\right) p_{1} p_{2}<0, \\
& \dot{p}_{2}=-\gamma^{\prime}\left(\varrho^{12}\right) p_{1} p_{2}>0,
\end{aligned}
$$

i.e. $p_{1}(t)$ and $p_{2}(t)$ are respectively monotone decreasing and increasing. But we have that $p_{1}(t)>0$, so it will converge so some positive value $p_{1}(\infty)$; on the other hand $p_{2}(t)<p_{1}(0)+p_{2}(0)$ so it will also converge to some positive value $p_{2}(\infty)$.

We now claim that there exists a finite time $t^{*}$ such that $p_{1}\left(t^{*}\right)=p_{2}\left(t^{*}\right)$. We will reason by contradiction, assuming that $p_{1}(t)>p_{2}(t)$ for all $t>0$; in particular,


Figure 6.3. Trajectory in Case 2: $\quad\left(q_{1}(0), q_{2}(0)\right)=(0,1)$, $\left(p_{1}(0), p_{2}(0)\right)=(9,1)$. The top and bottom graphs represent, respectively, the evolution of positions and momenta versus time. Note that the second landmark (dashed line) bounces off the first one (continuous line) and eventually the two momenta are swapped.
we assume that $p_{1}(\infty) \geq p_{2}(\infty)>0$. If this is true $\varrho^{12}(t)$ is a monotone decreasing function for $t \geq 0$ by (6.7) and it must necessarily be the case that $\varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$; in fact if $\varrho^{12}(t) \rightarrow D$, for some $D>0$, then $\dot{p}_{1}(t) \rightarrow \gamma^{\prime}(D) p_{1}(\infty) p_{2}(\infty)<0$ and $\dot{p}_{2}(t) \rightarrow-\gamma^{\prime}(D) p_{1}(\infty) p_{2}(\infty)>0$ as $t \rightarrow \infty$, which would imply that the graphs of $p_{1}$ and $p_{2}$ cross, immediately reaching a contradiction. So our hypothesis implies that $\varrho^{12}(t) \rightarrow 0$.


Figure 6.4. The same trajectory of Figure 6.3 drawn in the $\left(q_{1}, q_{2}\right)$ plane.

Let us study the convexity of function $p_{2}(t)$. Differentiating equation (6.5d) and subsequently inserting equations (6.7), (6.5a) and (6.5b) yields:

$$
\begin{aligned}
\ddot{p}_{2} & =-\gamma^{\prime \prime}\left(\varrho^{12}\right) \dot{\varrho}_{12} p_{1} p_{2}-\gamma^{\prime}\left(\varrho^{12}\right) \dot{p}_{1} p_{2}-\gamma^{\prime}\left(\varrho^{12}\right) p_{1} \dot{p}_{2} \\
& =-\gamma^{\prime \prime}\left(\varrho^{12}\right)\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left(p_{2}-p_{1}\right) p_{1} p_{2}-\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} p_{1} p_{2}^{2}+\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} p_{1}^{2} p_{2} \\
(6.8) & =\left\{\gamma^{\prime \prime}\left(\varrho^{12}\right)\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]+\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2}\right\} p_{1} p_{2}\left(p_{1}-p_{2}\right) .
\end{aligned}
$$

By our hypothesis it must be the case that $p_{1} p_{2}\left(p_{1}-p_{2}\right)>0$, so that the sign of $\ddot{p}_{2}$ is determined by the factor in the curly braces; note that the first term in the braces is negative near zero and positive away from zero (this is determined by the sign of $\gamma^{\prime \prime}$ ) while the second term is always positive. However, since $\varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$, we
are allowed to consider the following approximations:

$$
\begin{aligned}
\gamma(0)-\gamma\left(\varrho^{12}\right) & =-\frac{1}{2} \gamma^{\prime \prime}(0)\left(\varrho^{12}\right)^{2}+o\left(\left(\varrho^{12}\right)^{2}\right) & & \text { since } \gamma^{\prime}(0)=0, \\
\gamma^{\prime \prime}\left(\varrho^{12}\right) & =\gamma^{\prime \prime}(0)+o\left(\varrho^{12}\right) & & \text { since } \gamma^{\prime \prime \prime}(0)=0, \\
\gamma^{\prime}\left(\varrho^{12}\right) & =\gamma^{\prime \prime}(0) \varrho^{12}+o\left(\varrho^{12}\right) & & \text { since } \gamma^{\prime}(0)=0, \\
{\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} } & =\left[\gamma^{\prime \prime}(0)\right]^{2}\left(\varrho^{12}\right)^{2}+o\left(\left(\varrho^{12}\right)^{2}\right) . & &
\end{aligned}
$$

Inserting the above into the expression in curly braces in (6.8) yields:

$$
\begin{aligned}
\gamma^{\prime \prime} & \left(\varrho^{12}\right)\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]+\left[\gamma^{\prime}\left(\varrho^{12}\right)\right]^{2} \\
& =-\frac{1}{2}\left[\gamma^{\prime \prime}(0)\right]^{2}\left(\varrho^{12}\right)^{2}+o\left(\left(\varrho^{12}\right)^{2}\right)+\left[\gamma^{\prime \prime}(0)\right]^{2}\left(\varrho^{12}\right)^{2}+o\left(\left(\varrho^{12}\right)^{2}\right) \\
& =\frac{1}{2}\left[\gamma^{\prime \prime}(0)\right]^{2}\left(\varrho^{12}\right)^{2}+o\left(\left(\varrho^{12}\right)^{2}\right),
\end{aligned}
$$

so that we may conclude that $\ddot{p}_{2}>0$ (and $\ddot{p}_{1}=-\ddot{p}_{2}<0$ ) once $\varrho^{12}$ reaches a neighborhood of zero. This implies that from that time onwards $p_{2}(t)$ is convex (and $p_{1}(t)$ is concave); in particular it cannot be that $p_{2}(t)$ converges to a finite limit (nor can $p_{1}(t)$ ), which is a contradiction.

The time $t^{*}$ defined above is the "crossing point" of Figure 6.3; when this occurs by equation (6.7) the time derivative $\dot{\varrho}^{12}$ changes sign, so that the distance between the landmarks starts increasing (in the $\left(q_{1}, q_{2}\right)$ plane, the angle between the tangent vector to the trajectory and the $q_{1}$ axis reaches $45^{\circ}$, and keeps increasing). We should now note that the evolution of $p_{1}(t)$ and $p_{2}(t)$ depends on positions $q_{1}(t)$ and $q_{2}(t)$ only through their difference $\varrho^{12}=q_{2}-q_{1}$, i.e. if one is interested only in the evolution of momenta it is sufficient to consider (6.5c) and (6.5d) in conjunction with ordinary differential equation (6.7), with the appropriate initial conditions. We will now reverse
time by defining $\tilde{\varrho}^{12}(s)=\varrho^{12}(-s), \tilde{p}_{1}(s)=p_{1}(-s), \tilde{p}_{2}(s)=p_{2}(-s)$. We have that

$$
\begin{aligned}
\frac{d}{d s} \tilde{p}_{1}(s) & =-\left.\frac{d p_{1}}{d t}\right|_{t=-s}=-\gamma^{\prime}\left(\varrho^{12}(-s)\right) p_{1}(-s) p_{2}(-s)=-\gamma^{\prime}\left(\varrho^{12}(s)\right) \tilde{p}_{1}(s) \tilde{p}_{2}(s), \\
\frac{d}{d s} \tilde{p}_{2}(s) & =-\left.\frac{d p_{2}}{d t}\right|_{t=-s}=+\gamma^{\prime}\left(\varrho^{12}(-s)\right) p_{1}(-s) p_{2}(-s)=+\gamma^{\prime}\left(\tilde{\varrho}^{12}(s)\right) \tilde{p}_{1}(s) \tilde{p}_{2}(s), \\
\frac{d}{d s} \tilde{\varrho}^{12}(s) & =-\left.\frac{d \varrho^{12}}{d t}\right|_{t=-s}=-\left[\gamma(0)-\gamma\left(\varrho^{12}(-s)\right)\right]\left(p_{2}(-s)-p_{1}(-s)\right) \\
& =\left[\gamma(0)-\gamma\left(\tilde{\varrho}^{12}(s)\right)\right]\left(\tilde{p}_{1}(s)-\tilde{p}_{2}(s)\right)
\end{aligned}
$$

so that the evolution of $\tilde{\varrho}^{12}, \tilde{p}_{1}$ and $\tilde{p}_{1}$ is determined by the following system of ordinary differential equations:

$$
\begin{aligned}
\dot{\tilde{\varrho}}^{12} & =\left[\gamma(0)-\gamma\left(\tilde{\varrho}^{12}\right)\right]\left(\tilde{p}_{1}-\tilde{p}_{2}\right), \\
\dot{\tilde{p}}_{1} & =-\gamma^{\prime}\left(\tilde{\varrho}^{12}\right) \tilde{p}_{1} \tilde{p}_{2}, \\
\dot{\tilde{p}}_{2} & =\gamma^{\prime}\left(\tilde{\varrho}^{12}\right) \tilde{p}_{1} \tilde{p}_{2}
\end{aligned}
$$

which are the same as $(6.7),(6.5 \mathrm{c})$ and $(6.5 \mathrm{~d})$, except that the roles of $p_{1}$ and $p_{2}$ are exchanged. This implies that starting from the same initial conditions at the "crossing point" of Figure 6.3 the evolution of $\tilde{p}_{1}(s), s>0$ will be the same as that of $p_{2}(t), t>0$ and the evolution of $\tilde{p}_{2}(s), s>0$ will be the same as that of $p_{1}(t)$, $t>0$; that is, the evolution in the past of $p_{1}$ will be the same as the evolution in the future of $p_{2}$, and vice versa. In conclusion, $p_{1}(-\infty)=p_{2}(\infty)$ and $p_{2}(-\infty)=p_{1}(\infty)$, so that momenta are eventually swapped between the two landmarks.

It is especially interesting in this case to study trajectories in different regions of the $\left(q_{1}, q_{2}\right)$ plane; specifically, in regions of positive and negative curvature. It should first be noted that the behavior described above (the "bouncing" and swapping of momenta) is common to all regions, therefore, independently of where the trajectory originates, since $\varrho^{12} \rightarrow \infty$ the point $\left(q_{1}(t), q_{2}(t)\right)$ will eventually end up in the region of positive curvature (characterized by $q_{2}-q_{1}>\varrho_{\mathrm{z}}$ ). However, it turns out that trajectories that originate at a common point in the region of positive curvature may exhibit conjugate points, as illustrated in Figure 6.5. Note that a trajectory that originates at a point in the region of positive curvature may enter the region of negative


Figure 6.5. Conjugate points for trajectories that originate at a common point in the region of positive curvature (Case 2).
curvature (if, for example, $p_{1} \gg p_{2}>0$ ) and then "bounce back" in the region of positive curvature, where it could have a conjugate point with another trajectory that originated at the same point. On the other hand, as illustrated in Figure 6.6, trajectories that originate at a common point in the region of negative curvature, never cross again within such region; however, they may meet again, i.e. have conjugate points, once they enter the region of positive curvature (Figure 6.7).

CASE $3\left(0<p_{1}=p_{2}\right)$. The graphs and trajectories relative to this case can be inferred from those of Case 2. In fact, with reference to Figure 6.3, the trajectories start from the point where the momenta are the same (the "crossing point" of the bottom graph) and then are completely the same as in Case 2, with the two momenta settling to two final values $p_{2}>p_{1}>0$ and both landmarks diverging (the second one faster than the first one).

For a fixed pair of (equal) initial momenta, the values of the final momenta depend on the starting point on the $\left(q_{1}, q_{2}\right)$ plane, i.e. on the initial distance between the landmarks. More precisely, the following result holds.


Figure 6.6. Trajectories that originate at the same point in the region of negative curvature (Case 2).

Proposition 6.5. Under the hypotheses of Case 3, i.e. $0<p_{2}(0)=p_{1}(0)$, we have that $q^{1}(t) \rightarrow \infty, q^{2}(t) \rightarrow \infty$ with $\varrho^{12}(t) \rightarrow \infty$ as $t \rightarrow \infty$. Also,

$$
p_{1}(\infty) \triangleq \lim _{t \rightarrow \infty} p_{1}(t)=p_{1}(0)\left\{1-\sqrt{\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}}\right\}<p_{1}(0)
$$

and

$$
p_{2}(\infty) \triangleq \lim _{t \rightarrow \infty} p_{2}(t)=p_{1}(0)\left\{1+\sqrt{\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}}\right\}>p_{2}(0)
$$

In particular if $\varrho^{12}(0) \simeq 0$ we have that $p_{1}(\infty) \simeq 0$ and $p_{2}(\infty) \simeq 2 p_{1}(0)$, i.e. the transfer of momentum between the landmarks is almost complete.

Proof. By the strong conservation law momenta must be positive for all time, whence by equations ( 6.5 c ) and ( 6.5 d ) we must have $\dot{p}_{1}<0$ and $\dot{p}_{2}>0$. So $p_{1}(t)$ increases and $p_{2}(t)$ decreases with time; consequently $p_{2}-p_{1}>0$ for $t>0$. The following equation holds:

$$
\frac{d}{d t} \varrho^{12}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left(p_{2}-p_{1}\right)>0
$$



Figure 6.7. Trajectories that originate at the same point in the region of negative curvature and meet again in the region of positive curvature (Case 2). Dashed trajectory: $\left(q_{1}(0), q_{2}(0)\right)=(0,1.3),\left(p_{1}(0), p_{2}(0)\right)=$ $(7,3)$. Continuous trajectory: $\left(q_{1}(0), q_{2}(0)\right)=(0,1.3),\left(p_{1}(0), p_{2}(0)\right)=$ (5.01, 4.99).
since both factors on the right-hand side increase in time it must be the case that $\varrho^{12} \rightarrow \infty$ as $t \rightarrow \infty$. By (6.3) and (6.4) it is the case that

$$
\begin{align*}
p_{1}(\infty)+p_{2}(\infty) & =2 p_{1}(0),  \tag{6.9}\\
p_{1}(\infty) p_{2}(\infty) & =\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] p_{1}^{2}(0)
\end{align*}
$$

since $\lim _{\varrho \rightarrow \infty} \gamma(\varrho)=0$. Combining the above equations implies

$$
p_{1}^{2}(\infty)-2 p_{1}(0) p_{1}(\infty)+\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] p_{1}^{2}(0)=0
$$

which in turn yields

$$
p_{1}(\infty)=p_{1}(0)\left\{1 \pm \sqrt{\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}}\right\} ;
$$

the minus sign must be picked since $p_{1}(t)$ is a decreasing function. The result for $p_{2}(\infty)$ follows immediately from (6.9).


Figure 6.8. Trajectories with initial momenta $\left(p_{1}(0), p_{2}(0)\right)=(5,5)$ but different initial positions (Case 3).

Figure 6.8 shows different landmark trajectories in the $\left(q_{1}, q_{2}\right)$ plane which all have common initial momenta $\left(p_{1}(0), p_{2}(0)\right)=(5,5)$ but different starting points $\left(q_{1}(0), q_{2}(0)\right)=(0, k \cdot 0.12), k=1,2, \ldots, 35$.

CASE $4\left(0<p_{1}<p_{2}\right)$. Most of the relevant information on this case can be inferred from the previous graphs. For example, momenta evolve in time as in Figure 6.3, except that only the portion of the graph relative to some time after the "crossing point" of momenta should be considered. We should note that since $p_{2}>p_{1}>0$ the initial tangent vectors to trajectories in the $\left(q_{1}, q_{2}\right)$ plane form an angle with the $q_{1}$ axis that is greater than $45^{\circ}$.

Proposition 6.6. Under the hypotheses of Case 4, i.e. $0<p_{1}(0)<p_{2}(0)$, we have that $q^{1}(t) \rightarrow \infty, q^{2}(t) \rightarrow \infty$ with $\varrho^{12}(t) \rightarrow \infty$ as $t \rightarrow \infty$. Also

$$
\lim _{t \rightarrow \infty} p_{1}(t)=\frac{p_{1}(0)+p_{2}(0)}{2}\left\{1-\sqrt{1-4\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] \frac{p_{1}(0) p_{2}(0)}{\left[p_{1}(0)+p_{2}(0)\right]^{2}}}\right\}
$$

and

$$
\lim _{t \rightarrow \infty} p_{2}(t)=\frac{p_{1}(0)+p_{2}(0)}{2}\left\{1+\sqrt{1-4\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] \frac{p_{1}(0) p_{2}(0)}{\left[p_{1}(0)+p_{2}(0)\right]^{2}}}\right\} .
$$

Note that setting $p_{1}(0)=p_{2}(0)$ yields the result of Proposition 6.5.
Proof. The fact that $\varrho^{12}(t) \rightarrow \infty$ as $t \rightarrow \infty$ is proven exactly as in Proposition 6.5. As far as momenta are concerned, we have that

$$
\begin{aligned}
p_{1}(\infty)+p_{2}(\infty) & =p_{1}(0)+p_{2}(0), \\
p_{1}(\infty) p_{2}(\infty) & =\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] p_{1}(0) p_{2}(0)
\end{aligned}
$$

since $\lim _{\varrho \rightarrow \infty} \gamma(\varrho)=0$. Combining the above equations implies:

$$
p_{1}^{2}(\infty)-\left[p_{1}(0)+p_{2}(0)\right] p_{1}(\infty)+\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] p_{1}(0) p_{2}(0)=0 .
$$

Solving the above quadratic equation yields the result.
Figure 6.9 shows two sets of eight trajectories. The two sets start from points $\left(q_{1}(0), q_{2}(0)\right)=(0,1)$ and $(0,5)$ respectively, and within each set the eight initial momenta are $\left(p_{1}(0), p_{2}(0)\right)=(4.5,5.5),(4,6),(3.5,6.5),(3,7),(2.5,7.5),(2,8),(1.5,8.5)$, and $(1,9)$, for both sets.

CASE $5\left(p_{1}=0, p_{2}>0\right)$. As in Case 1 , since one of the two momenta is initially equal to zero the conservation laws imply that both momenta remain constant at all time; whence $p_{1}(t) \equiv 0$ and $p_{2}(t) \equiv p_{2}(0)$ for all $t$. What happens is that if the two landmarks are initially close then the first one is "dragged" by the second one for a while, until the latter detaches itself and escapes to infinity, leaving the former virtually still. More precisely, the following holds.

Proposition 6.7. Under the hypotheses of Case 5, i.e. $p_{1}(0)=0$ and $p_{2}(0)>0$, we have that $p_{1}(t) \equiv 0, p_{2}(t) \equiv p_{2}(0), \dot{q}^{2}(t) \equiv \gamma(0) p_{2}(0)$ and $\dot{q}^{1}(t) \rightarrow 0$ as $t \rightarrow \infty$. That is, $q^{1}(t)$ converges and $q^{2}(t) \rightarrow \infty$ as $t \rightarrow \infty$.


Figure 6.9. Two sets of trajectories for Case 4, which share common initial momenta but have two different starting positions.


Figure 6.10. Trajectories for Case 5, all with initial momenta $\left(p_{1}(0), p_{2}(0)\right)=(0,10)$ but different initial positions.

Proof. Equations (6.5a) and (6.5b) become, respectively, $\dot{q}^{1}=\gamma\left(\varrho^{12}\right) p_{2}(0)$ and $\dot{q}^{2}=\gamma(0) p_{2}(0)$; the latter velocity is constant and positive, therefore $q_{2}(t) \rightarrow+\infty$ as $t$ diverges. As far as the mutual distance $\varrho^{12}$ is concerned, the ordinary differential equation

$$
\frac{d}{d t} \varrho^{12}=\dot{q}^{2}-\dot{q}^{1}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{2}(0)>0
$$

holds; since the right-hand side is always positive function $\varrho^{12}(t)$ is monotone increasing. Whence $\dot{q}^{1}$ is monotone decreasing by (6.5a), i.e. the first landmark slows down in time; we will now argue that it comes to a virtual stop. In fact $\frac{d}{d t} \varrho^{12}(t)=\left[\gamma(0)-\gamma\left(\varrho^{12}(t)\right)\right] p_{2}(0)>\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] p_{2}(0)$ for all $t$ because $\varrho^{12}(t)$ is monotone increasing, which implies, by integration, that

$$
\varrho^{12}(t)>\varrho^{12}(0)+\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] p_{2}(0) t
$$

whence $\varrho^{12}(t)$ diverges as $t \rightarrow \infty$. When $\varrho^{12}$ becomes large enough we have $\gamma\left(\varrho^{12}\right) \simeq 0$, therefore the dragging effect stops and the first landmark comes to a halt while the second diverges to infinity with constant speed.

Figure 6.10 shows some typical trajectories for this case, with initial momenta all equal to $\left(p_{1}(0), p_{2}(0)\right)=(0,10)$ and initial positions $\left(q_{1}(0), q_{2}(0)\right)=(0, k \cdot 0.2)$, $k=1, \ldots, 12$; note that all trajectories eventually become virtually vertical.

CASE $6\left(p_{1}>0, p_{2}<0\right.$, with $\left.p_{1}=\left|p_{2}\right|\right)$. What qualitatively happens in this case is that the two landmarks $q_{1}(t)$ and $q_{2}(t)$ converge towards each other without bouncing back, as we mentioned in a previous remark, while their momenta $p_{1}(t)$ and $p_{2}(t)$ diverge to plus and minus infinity, respectively.

Proposition 6.8. Under the hypotheses of Case 6, i.e. $0<p_{1}(0)=-p_{2}(0)$, it is the case that $q^{i}(t) \rightarrow \frac{q^{1}(0)+q^{2}(0)}{2}$, for $i=1,2$, and $\varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$. Also, $p_{1}(t) \rightarrow \infty$ and $p_{2}(t) \rightarrow-\infty$ as $t \rightarrow \infty$.

Proof. Assuming $p_{1}(0)+p_{2}(0)=0$, we have by the weak conservation law that $p_{2}(t)=-p_{1}(t)$ for all $t$. Therefore ordinary differential equations (6.5a)


Figure 6.11. Evolution of positions (top) and momenta (bottom) versus time in Case 6 . The continuous lines represent $q_{1}(t)$ and $p_{1}(t)$, while the dashed lines represent $q_{2}(t)$ and $p_{2}(t)$.
and (6.5b) may be written as:

$$
\begin{equation*}
\dot{q}^{1}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{1}(t), \tag{6.10a}
\end{equation*}
$$

$$
\begin{equation*}
\dot{q}^{2}=\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right] p_{1}(t) ; \tag{6.10b}
\end{equation*}
$$

in particular, we note that $\dot{q}^{2}(t)=-\dot{q}^{2}(t)$ at all time. As far as the differential equations for momenta (6.5c) and (6.5d) are concerned, we have

$$
\begin{equation*}
\dot{p}_{1}=-\gamma^{\prime}\left(\varrho^{12}\right) p_{1}^{2}(t)>0, \tag{6.10c}
\end{equation*}
$$

$$
\begin{equation*}
\dot{p}_{2}=\gamma^{\prime}\left(\varrho^{12}\right) p_{2}^{2}(t)<0 ; \tag{6.10d}
\end{equation*}
$$

therefore $p_{1}(t)$ and $p_{2}(t)$ are monotone increasing and decreasing, respectively. Combining (6.10a) and (6.10b) yields the ordinary differential equation

$$
\begin{equation*}
\frac{d}{d t} \varrho^{12}=\dot{q}^{2}-\dot{q}^{1}=2\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right] p_{1}(t) ; \tag{6.11}
\end{equation*}
$$

the right-hand side is always negative since $\gamma\left(\varrho^{12}\right)<\gamma(0), p_{1}(0)>0$ and $p_{1}(t)$ is monotone increasing by (6.10c). This implies that the mutual distance $\varrho^{12}(t)$ is a monotone decreasing, continuously differentiable, lower bounded function; hence $\frac{d}{d t} \varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$. Since $p_{1}(t)$ is strictly positive and monotone increasing, by (6.11) we have that that $\gamma\left(\varrho^{12}(t)\right) \rightarrow \gamma(0)$, i.e., by the monotonicity of function $\gamma$, that $\varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$. In order to prove the divergence of the momenta we will use the formula on the product of momenta (6.3); since $p_{1}(t)=-p_{2}(t)$ at all time we have that

$$
p_{1}(t)=\sqrt{\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)}} p_{1}(0),
$$

whence $p_{1}(t) \rightarrow+\infty$ (and $\left.p_{2}(t) \rightarrow-\infty\right)$ as $t \rightarrow \infty$.
Figure 6.11 shows exactly this behavior for initial positions $\left(q_{1}(0), q_{2}(0)\right)=(0,4)$ and momenta $\left(p_{1}(0), p_{2}(0)\right)=(5,-5)$.

Case $7\left(p_{1}>0, p_{2}<0\right.$, with $\left.p_{1}>\left|p_{2}\right|\right)$. This case is similar to the previous one except that, since $p_{1}$ is initially larger (in absolute value) than $p_{2}$, when the collision occurs the "stronger" landmark prevails and the two eventually diverge together to $+\infty$, with their mutual distance $\varrho^{12}(t)$ quickly converging to zero (see Figure 6.13). Even though the second landmark eventually travels toward $+\infty$ its momentum never changes sign from negative to positive (by the strong conservation law) and in fact diverges to $-\infty ; p_{1}(t)$ also diverges (to $+\infty$ ), but by the weak conservation law it is always the case that $p_{1}(t)$ maintains "the edge" against $p_{2}(t)$ (exactly by the difference $\left.p_{1}(0)-\left|p_{2}(0)\right|\right)$ so that the two landmarks finally travel together, at virtually constant positive speed.

Proposition 6.9. Under the hypotheses of Case 7, i.e. $p_{1}(0)>0, p_{2}(0)<0$ with $p_{1}(0)>\left|p_{2}(0)\right|$, it is the case that $q^{1}(t) \rightarrow \infty, q^{2}(t) \rightarrow \infty$ with $\varrho^{12}(t) \rightarrow 0$
as $t \rightarrow \infty$. Also, $p_{1}(t) \rightarrow \infty, p_{2}(t) \rightarrow-\infty$ and $\dot{q}^{i}(t) \rightarrow \gamma(0)\left[p_{1}(0)+p_{2}(0)\right], i=1,2$, as $t \rightarrow \infty$.

Proof. Let $\Delta p \triangleq p_{1}(t)+p_{2}(t)=p_{1}(0)+p_{2}(0)>0$; we can write

$$
\begin{align*}
\frac{d}{d t} \varrho^{12} & =\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right]\left(p_{2}-p_{1}\right) \\
& =2\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{2}+\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right] \Delta p \tag{6.12}
\end{align*}
$$

Since $\Delta p>0$ and $p_{2}(t)<0$ for all $t$ both terms on the right-hand side of the above equation are always negative, therefore $\varrho^{12}(t)$ is a monotone decreasing, continuously differentiable function bounded from below, so that $\frac{d}{d t} \varrho^{12}(t) \rightarrow 0$ as $t \rightarrow \infty$; whence both terms on the right-hand side of (6.12) must converge to zero as $t \rightarrow \infty$. In particular $\gamma\left(\varrho^{12}(t)\right) \rightarrow \gamma(0)$ so that, by the monotonicity of $\gamma$, it must be the case that $\varrho^{12}(t) \rightarrow 0$. Now, combining equations (6.3) and (6.4) yields

$$
p_{1}^{2}(t)-\Delta p p_{1}(t)+\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)} p_{1}(0) p_{2}(0)=0,
$$

where we have used $p_{2}=\Delta p-p_{1}$, which yields:

$$
p_{1}(t)=\frac{\Delta p}{2} \pm \sqrt{\left(\frac{\Delta p}{2}\right)^{2}-\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)} p_{1}(0) p_{2}(0)} ;
$$

the plus sign must be chosen since $p_{1}(t)$ is an increasing function. Analogously,

$$
p_{2}(t)=\frac{\Delta p}{2}-\sqrt{\left(\frac{\Delta p}{2}\right)^{2}-\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)} p_{1}(0) p_{2}(0)} .
$$

Taking limits for $t \rightarrow \infty$ proves the divergence of momenta. Finally, note that we can rewrite ordinary differential equation (6.5a) as follows:

$$
\dot{q}^{1}=\gamma(0) \Delta p-\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{2}=\gamma(0) \Delta p-\frac{\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] p_{1}(0) p_{2}(0)}{p_{1}}
$$

where we have used (6.4). Since $p_{1}(t) \rightarrow \infty$ as $t \rightarrow \infty$ we also have $\dot{q}^{1}(t) \rightarrow \gamma(0) \Delta p$. A similar reasoning holds for $\dot{q}^{2}(t)$.

The situation described above is illustrated in Figure 6.12, where a the evolution of positions and momenta is shown for initial conditions $\left(q_{1}(0), q_{2}(0)\right)=(0,4)$ and $\left(p_{1}(0), p_{2}(0)\right)=(8,-5)$. Note that in this particular instance the two landmarks are


Figure 6.12. A typical trajectory for Case 7, plotted against time. Top: positions; bottom: momenta. Continuous line: first landmark; dashed line: second landmark.
initially relatively far, so that they initially travel at virtually constant speeds $\dot{q}^{1} \simeq$ $\gamma(0) p_{1}(0)>0$ and $\dot{q}^{2} \simeq \gamma(0) p_{2}(0)<0$, with $\left|\dot{q}^{2}\right|<\dot{q}^{1}$; as they get closer they start feeling each other's influence, and eventually both move linearly together with positive speed. Figure 6.13 shows three sets of eight trajectories in the $\left(q_{1}, q_{2}\right)$ plane. The three sets start at initial positions $\left(q_{1}(0), q_{2}(0)\right)=(0,0.75),(0,2)$, and $(0,4)$ respectively; within each set, the eight trajectories have initial momenta $\left(p_{1}(0), p_{2}(0)\right)=(5.5,-5)$, $(6,-5),(6.5,-5),(7,-5),(7.5,-5),(8,-5),(8.5,-5)$, and $(9,-5)$. The farther away the two landmarks start from each other, the straighter are the trajectories initially; all trajectories eventually converge to the $q_{1}=q_{2}$ diagonal line. It is perhaps useful


Figure 6.13. Three sets of trajectories in Case 7.
to remark that if it were the case that $p_{2}(0)=-p_{1}(0)<0$ (Case 6) the trajectory in the $\left(q_{1}, q_{2}\right)$ plane would be a straight line perpendicular to the $q_{1}=q_{2}$ diagonal line.

CASE $8\left(p_{1}<0, p_{2}>0\right.$, with $\left.\left|p_{1}\right|=p_{2}\right)$. In this situation the two landmarks are pulling away from each other, with equal (in absolute value) but opposite initial momenta. When the two landmarks are finally far away from each other, they break free and diverge with constant speed in opposite directions, having exchanged a certain amount of momentum prior to this.

Proposition 6.10. Under the hypotheses of Case 8, i.e. $p_{2}(0)=-p_{1}(0)>0$, it is the case that $q^{1}(t) \rightarrow-\infty$ and $q^{2}(t) \rightarrow+\infty$ as $t \rightarrow \infty$. Also,

$$
\lim _{t \rightarrow \infty} p_{i}(t)=p_{i}(0) \sqrt{1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}}, \quad i=1,2
$$

Proof. Since $p_{1}(0)+p_{2}(0)=0$, by the weak conservation law we will have that $p_{1}(t)+p_{2}(t)=0$ for all $t$. By the strong law $p_{1}(t)<0$ and $p_{2}(t)>0$ for all time.

Equations (6.5a) and (6.5b) become, respectively:

$$
\begin{aligned}
& \dot{q}^{1}=\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right] p_{2}<0, \\
& \dot{q}^{2}=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{2}=-\dot{q}^{1}>0,
\end{aligned}
$$

so that $\frac{d}{d t} \varrho^{12}=\dot{q}^{2}-\dot{q}^{1}=2\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{2}>0$. Therefore $\varrho^{12}(t)$ is an increasing function of time; we claim that $\varrho^{12}(t) \rightarrow \infty$.

Since $\varrho^{12}(t)>\varrho^{12}(0)$ and $\gamma(\cdot)$ is monotone decreasing, we have

$$
\begin{equation*}
\frac{d}{d t} \varrho^{12}(t)=2\left[\gamma(0)-\gamma\left(\varrho^{12}(t)\right)\right] p_{2}(t)>2\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] p_{2}(t) ; \tag{6.13}
\end{equation*}
$$

but by (6.4) and the fact that $p_{1}(t)=-p_{2}(t)$ we also have

$$
p_{2}^{2}(t)=p_{2}^{2}(0) \frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)},
$$

that is

$$
\begin{align*}
p_{2}(t) & =p_{2}(0) \sqrt{\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)}}  \tag{6.14}\\
& >p_{2}(0) \sqrt{1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}}
\end{align*}
$$

Therefore (6.13) becomes

$$
\frac{d}{d t} \varrho^{12}(t)>2\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] p_{2}(0) \sqrt{1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}} ;
$$

the right-hand side is a positive number that does not depend on time, therefore $\varrho^{12}(t) \rightarrow \infty$ as $t \rightarrow \infty$. Finally, expression (6.14) implies

$$
\lim _{t \rightarrow \infty} p_{2}(t)=p_{2}(0) \sqrt{1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}}
$$

the result for $p_{1}(t)$ follows from $p_{1}(t)=-p_{2}(t)$.

The situation is illustrated in Figure 6.14 for initial conditions $\left(q_{1}(0), q_{2}(0)\right)=$ $(-0.15,0.15),\left(p_{1}(0), p_{2}(0)\right)=(-5,5)$.


Figure 6.14. A typical trajectory for Case 8, plotted against time. Top: positions; bottom: momenta. Continuous line: first landmark; dashed line: second landmark. Note the exchange of momentum that occurs in the first part of the trajectory, when the two landmarks are relatively close.

CASE $9\left(p_{1}<0, p_{2}>0\right.$, with $\left.\left|p_{1}\right|<p_{2}\right)$. This case is similar to the previous one, except that the second landmark "pulls to the right" more than the first one "pulls to the left", thus if the two start close enough to each other the former initially drags the latter to the right for a while, until the two eventually detach from each other. In the process some momentum is exchanged, as shown in Figure 6.15, which refers to the initial data $\left(q_{1}(0), q_{2}(0)\right)=(-0.1,0.1)$ and $\left(p_{1}(0), p_{2}(0)\right)=(-5 ; 9)$.


Figure 6.15. A typical trajectory for Case 9, plotted against time. Top: positions; bottom: momenta. Continuous line: first landmark; dashed line: second landmark.

Proposition 6.11. Under the hypotheses of Case 9, i.e. $p_{1}(0)<0, p_{2}(0)>0$ with $\left|p_{1}(0)\right|<p_{2}(0)$, it is the case that $q^{1}(t) \rightarrow-\infty$ and $q^{2}(t) \rightarrow \infty$ as $t \rightarrow \infty$. Also,

$$
\lim _{t \rightarrow \infty} p_{1}(t)=\frac{\Delta p}{2}+\sqrt{\left(\frac{\Delta p}{2}\right)^{2}-\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] p_{1}(0) p_{2}(0)}
$$

and

$$
\lim _{t \rightarrow \infty} p_{2}(t)=\frac{\Delta p}{2}-\sqrt{\left(\frac{\Delta p}{2}\right)^{2}-\left[1-\frac{\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)}\right] p_{1}(0) p_{2}(0)},
$$

where $\Delta p \triangleq p_{1}(0)+p_{2}(0)=p_{2}(0)-\left|p_{1}(0)\right|>0$.

Proof. We have that $p_{1}(0)+p_{2}(0)=\Delta p>0$. By the weak conservation law $p_{2}(t)=\Delta p-p_{1}(t)$ for all $t$. Equations (6.5a) and (6.5b) can be written as:

$$
\begin{aligned}
& \dot{q}^{1}=\gamma(0) p_{1}+\gamma\left(\varrho^{12}\right)\left(\Delta p-p_{1}\right)=\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] p_{1}+\gamma\left(\varrho^{12}\right) \Delta p \\
& \dot{q}^{2}=\gamma\left(\varrho^{12}\right) p_{1}+\gamma(0)\left(\Delta p-p_{2}\right)=\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right] p_{1}+\gamma(0) \Delta p
\end{aligned}
$$

so that $\frac{d}{d t} \varrho^{12}=2\left[\gamma\left(\varrho^{12}\right)-\gamma(0)\right] p_{1}+\left[\gamma(0)-\gamma\left(\varrho^{12}\right)\right] \Delta p>0$; in fact, both terms on the right-hand side are positive; since $\varrho^{12}(t)$ is monotone increasing,

$$
\frac{d}{d t} \varrho^{12} \geq\left[\gamma(0)-\gamma\left(\varrho^{12}(t)\right)\right] \Delta p \geq\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] \Delta p
$$

so that $\varrho^{12}(t) \geq \varrho^{12}(0)+\left[\gamma(0)-\gamma\left(\varrho^{12}(0)\right)\right] \Delta p \cdot t$, i.e. $\varrho^{12}(t) \rightarrow \infty$ as $t \rightarrow \infty$. Manipulating equations (6.3) and (6.4) yields

$$
p_{2}^{2}(t)-\Delta p p_{2}(t)+\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)} p_{1}(0) p_{2}(0)=0
$$

whose solution is

$$
p_{2}(t)=\frac{\Delta p}{2}+\sqrt{\left(\frac{\Delta p}{2}\right)^{2}-\frac{\gamma(0)-\gamma\left(\varrho^{12}(0)\right)}{\gamma(0)-\gamma\left(\varrho^{12}(t)\right)} p_{1}(0) p_{2}(0)} ;
$$

taking the limit for $t \rightarrow \infty$ completes the proof.
Figure 6.16 shows three sets of eight trajectories in the $\left(q_{1}, q_{2}\right)$ plane. The three sets start at initial positions $\left(q_{1}(0), q_{2}(0)\right)=(-0.1,0.1),(-0.5,0.5),(-2.5,2.5)$ respectively; within each set, the eight trajectories have initial momenta $\left(p_{1}(0), p_{2}(0)\right)=$ $(-5,5.5),(-5,6),(-5,6.5),(-5,7),(-5,7.5),(-5,8),(-5,8.5)$, and $(-5,9)$. Once again, the farther away the two landmarks start from each other, the straighter are the trajectories initially. In any case, all trajectories eventually straighten as the two landmarks get farther away from each other.

Remark. After having analyzed in detail all nine cases listed in Table 6.1 we should note that we have implicitly shown that in the case of two landmarks in one dimension the dynamical system 6.1 admits no closed orbits. François-Xavier Vialard provides an alternative and elegant short proof of this fact [44]. However, it


Figure 6.16. Three sets of trajectories for Case 9.
is currently not known weather such result can be extended to landmarks in $D \geq 2$ dimensions.

## 3. Dynamics of three one-dimensional landmarks

In this brief section we show the qualitative behavior of three one-dimensional landmarks for some sets of initial conditions and draw some comparison with the case of two landmarks in one dimension, which was thoroughly analyzed in the previous section. Hamilton's equations for three one dimensional landmarks are:

$$
\begin{aligned}
& \dot{q}^{1}=\gamma(0) p_{1}+\gamma\left(\varrho^{12}\right) p_{2}+\gamma\left(\varrho^{13}\right) p_{3} \\
& \dot{q}^{2}=\gamma\left(\varrho^{12}\right) p_{1}+\gamma(0) p_{2}+\gamma\left(\varrho^{23}\right) p_{3} \\
& \dot{q}^{3}=\gamma\left(\varrho^{13}\right) p_{1}+\gamma\left(\varrho^{23}\right) p_{2}+\gamma(0) p_{3} \\
& \dot{p}_{1}=+\gamma^{\prime}\left(\varrho^{12}\right) p_{1} p_{2}+\gamma^{\prime}\left(\varrho^{13}\right) p_{1} p_{3} \\
& \dot{p}_{2}=-\gamma^{\prime}\left(\varrho^{12}\right) p_{1} p_{2}+\gamma^{\prime}\left(\varrho^{23}\right) p_{2} p_{3} \\
& \dot{p}_{3}=-\gamma^{\prime}\left(\varrho^{13}\right) p_{1} p_{3}-\gamma^{\prime}\left(\varrho^{23}\right) p_{2} p_{3} ;
\end{aligned}
$$



Figure 6.17. Positions and momenta versus time for Example 1 $\left(p_{1}(0)>0, p_{2}(0)=p_{3}(0)=0\right)$. Landmark 1: thin line; Landmark 2: thick line; Landmark 3: thick dashed line.
we shall limit ourselves to illustrating three possible combinations of initial conditions for positions and momenta.

Example 1. $\left(p_{1}(0)>0, p_{2}(0)=p_{3}(0)=0\right)$ In this case, by the strong law, the momenta for the second and third landmarks are identically equal to zero in time and consequently $p_{1}(t) \equiv p_{1}(0)$ by the weak law. Therefore the velocity of the first landmark is constant it time, $\dot{q}^{1}=\gamma(0) p_{1}(0)$, and the remaining two landmarks are "pushed" to $+\infty$ by the first one, without bouncing off; this type of behavior is completely analogous to the one of the two landmarks in one dimension of Case 1; see Figure 6.17.

Example 2. $\left(p_{1}(0) \gg p_{2}(0)=p_{3}(0)>0\right)$ In this case all three landmarks have strictly positive momenta, so that "transfer" of momentum among them is possible, as it happened in Case 2 for two one-dimensional landmarks. The first landmark is initially much faster than the other two, and eventually bumps into the second one;


Figure 6.18. Positions and momenta versus time for Example 2 $\left(p_{1}(0) \gg p_{2}(0)=p_{3}(0)>0\right)$; large initial mutual distances. Landmark 1: thin line; Landmark 2: thick line; Landmark 3: dashed line.
momentum is swapped between the first and the second one, and later between the second one and the third one. Eventually the latter escapes to infinity at great speed, leaving the first and second one behind (at nonzero positive speed). Figures 6.18 and 6.19 refer, respectively, to the cases of large and small initial mutual distances; in the latter case the second landmark never gains "full" momentum, since this is transferred directly to the third one in an intermediate phase when all three landmarks travel closely to each other.


Figure 6.19. Positions and momenta versus time for Example 2 $\left(p_{1}(0) \gg p_{2}(0)=p_{3}(0)>0\right)$; small initial mutual distances. Landmark 1: thin line; Landmark 2: thick line; Landmark 3: dashed line.

Example 3. $\left(p_{1}(0)>0, p_{2}(0)<0, p_{3}(0)<0\right.$, with $\left.p_{1}(0)>\left|p_{2}(0)+p_{3}(0)\right|\right)$ This case is analogous to Case 7 for two one-dimensional landmarks. The first landmark collides into the other two, which initially travel in the opposite direction. Since $p_{1}(0)>\left|p_{2}(0)+p_{3}(0)\right|$ the three eventually travel together towards $+\infty$; note that the three momenta diverge, to $+\infty,-\infty$ and $-\infty$ respectively. See Figure 6.20.


Figure 6.20. Positions and momenta versus time for Example 3 $\left(p_{1}(0)>0, p_{2}(0)<0, p_{3}(0)<0\right.$, with $\left.p_{1}(0)>\left|p_{2}(0)+p_{3}(0)\right|\right)$. Landmark 1: thin line; Landmark 2: thick line; Landmark 3: dashed line.

## 4. Dynamics of two two-dimensional landmarks

In this section we briefly analyze the qualitative behavior of two landmarks interacting with each other. We should say right away that while the dynamics of two landmarks are fully understood, it is not the case for two landmarks in two dimensions. Further research is needed, and here we shall limit ourselves to describe the observed qualitative phenomena.

If the two landmarks have initial momenta that lie on the same line, i.e. $p_{1}(0)=$ $k p_{2}(0)$ for some $k \in \mathbb{R}$, then the problem is reduced to the one-dimensional case that
was fully explored in section 2. For example, if

$$
\begin{equation*}
p_{2}(0)=-p_{1}(0) \tag{6.15}
\end{equation*}
$$

and the momenta point "towards" each other, we are exactly in the situation described in Case 6 for two landmarks in one dimension. Since we are in two dimensions we are allowed to modify the angle of collision. For example Figure 6.21 shows the trajectories of two landmarks in two dimensions with initial positions

$$
q^{1}(0)=(1,0),
$$

$$
q^{2}(0)=(-1,0),
$$

and initial momenta

$$
p_{1}(0)=(-10,8.6), \quad p_{2}(0)=(10,-8.6)
$$

(as usual, we are using a Gaussian kernel with unit variance); that is, situation (6.15) is perturbed by adding "opposite angles" to each of the initial momenta. As in case (6.15) the two landmarks eventually collide (in infinite time) by spinning around one another a countably infinite number of times. Figure 6.22 is a zoomed-in version of Figure 6.21 around the origin (note the different scale on the axes). As far as momenta are concerned, it is still the case that both $p_{1}(t)$ and $p_{2}(t)$ diverge as $t \rightarrow \infty$.

Remark. We should remind the reader that the landmark trajectories illustrated in Figures 6.21 and 6.22, despite being apparently complicated around the origin, are in fact generated by flows of diffeomorphisms of the plane. Such diffeomorphisms can be computed from the trajectories by implementing the techniques discussed in Chapter 2.

If we increase the value of the angle between the initial momenta beyond a certain threshold we have a bifurcation in the qualitative behavior of trajectories. This is illustrated in Figure 6.23 for initial positions

$$
q^{1}(0)=(1,0), \quad q^{2}(0)=(-1,0)
$$



Figure 6.21. Converging trajectories for two landmarks in 2D.


Figure 6.22. Converging trajectories for two landmarks in 2D-detail. and initial momenta

$$
p_{1}(0)=(-10,9),
$$

$$
p_{2}(0)=(10,-9) .
$$



Figure 6.23. Diverging trajectories for two landmarks in 2D.

We observe that the two landmarks still spin around one another for a while, but eventually escape to infinity in opposite directions. The corresponding momenta (graphs not shown) eventually converge to finite values $\left(p_{1}(\infty)+p_{2}(\infty)=0\right.$ by the conservation of linear momentum) that determine the escape velocities of landmarks.

A similar behavioral pattern is observed when initial condition (6.15) is perturbed by adding an angle to each initial momentum "in the same direction"; this is depicted in Figure 6.24, which refers to initial positions

$$
q^{1}(0)=(2,-4), \quad q^{2}(0)=(-2,-4),
$$

and initial momenta

$$
p_{1}(0)=(-12,10), \quad p_{2}(0)=(12,10)
$$

in this case the two landmarks still converge and collide in infinite time. However, if the angle between the initial momenta is further increased beyond a certain threshold,


Figure 6.24. Converging trajectories for two landmarks in 2D.
e.g. if the initial momenta are chosen to be

$$
p_{1}(0)=(-7,10), \quad p_{2}(0)=(7,10)
$$

with the same initial positions, then the qualitative behavior of Figure 6.25 is observed: the landmark trajectories eventually diverge.

As we mentioned at the beginning of this section we have not yet developed a rigorous explanation for the qualitative behavior of the dynamics of two landmarks in two dimensions. In particular, it would be of interest to find an analytical expression for the threshold "collision angle" beyond which the two landmarks eventually diverge, expressed in terms of the initial positions and the function $\gamma$ that determines the kernel. Also, the question of whether periodic orbits exist in two dimensions is still an open one. The conservation of angular momentum is probably key to answering all these questions.

We conclude this section, and the chapter, by observing the effects of curvature on the qualitative dynamics of two landmarks on the plane: Figure 6.26 illustrates


Figure 6.25. Diverging trajectories for two landmarks in 2D.


Figure 6.26. Existence of conjugate points for two landmarks in 2D.
the existence of conjugate points for trajectories originating at points

$$
q^{1}(0)=(2,-4)
$$

$$
q^{2}(0)=(-2,-4)
$$

with different initial momenta, namely

$$
p_{1}(0)=(-7-k, 10), \quad p_{2}(0)=(7+k, 10)
$$

for $k=1,2, \ldots, 7$ (the thicker line corresponds to the choice of $k=1$ ). The above conditions correspond to positive sectional curvature at the point in question, and the existence of conjugate points is evident. The next chapter, which concludes this thesis, briefly illustrates the possible effects of the existence of conjugate points in the statistical analysis on shape spaces.

## CHAPTER 7

## Conclusions

## 1. Results

In this thesis we have endowed the set of $N$ landmark points in $D$ dimensions with the structure of Riemannian manifold: such structure derives directly from the notion that the distance between two shapes can be computed as the square root of the minimal energy that is necessary to match the first shape to the second one by means of a fluid flow. The metric tensor of the resulting $D N$-dimensional Riemannian manifold was made explicit, as well as the ordinary differential equations that determine the cogeodesic flow. Conservation laws, that follow from the translation-invariance and rotation-invariance of the metric tensor, were also explored.

Once the metric tensor of a generic Riemannian manifold is known, in principle one can compute the Riemannian curvature tensor by taking first and second partial derivatives of the elements of the metric and combining them. In our case following this procedure was unfeasible since the metric tensor is given by the inverse of a matrix; on the other hand, the structure of the matrix of partial derivatives of the cometric tensor happens to be very sparse, since each element of such tensor only depends on $2 D$ out of the $n=D N$ coordinates. This suggested solving the problem of finding formulas for the Riemannian curvature tensor and sectional curvature that depend on the first and second derivatives of the elements of the cometric.

We then applied these formulas to computing the general expression of sectional curvature for landmark manifolds, both in one and $D$ dimensions. In particular, we explored in great detail the simple but nonetheless very informative examples of two and three one dimensional landmarks: in the latter case we also identified the tangent 2-planes that correspond to maximum and minimum curvature in a number of different landmark configurations.

Last, but not least, we analyzed the effects that curvature has on the qualitative dynamics of landmarks. In particular, we verified the divergence of geodesics in regions of negative sectional curvature and the existence of conjugate points in regions of positive sectional curvature. These facts have important consequences in applications, as we will briefly discuss in the next section.

## 2. Applications and Future Work

Model (2.3) introduced in Chapter 2 and analogous ones are currently in use in the emerging discipline of computational anatomy $[\mathbf{1 0}, \mathbf{1 4}, \mathbf{1 5}, 18,22,34,35,46]$, specifically in analyzing Magnetic Resonance Imaging (MRI) data of the human brain. In such field one has the interest in building templates from data, i.e. models for a typically healthy brain and for a brain that is at a certain stage of a pathology, such as Alzheimer's disease, that modifies its geometry and structure in a characteristic manner. The ultimate goal of this exercise is the creation of diagnostic software.

Typically, statistical analysis on a data set $\mathcal{B}=\left\{J_{1}, \ldots, J_{M}\right\} \subset \mathcal{I}$ is performed as follows. First of all the so-called intrinsic (or Karcher's) mean [38] is computed:

$$
\begin{equation*}
m:=\arg \min _{I \in \mathcal{I}} \sum_{J \in \mathcal{B}} d(I, J)^{2}, \tag{7.1}
\end{equation*}
$$

where $d(\cdot, \cdot)$ is the geodesic distance. Then vectors $w_{i} \in T_{m} \mathcal{I}, i=1, \ldots, M$ are found such that, for all $i, \exp _{m}\left(w_{i}\right)=J_{i}$ (the mean $m$ is "shot" with initial velocity $w_{i}$ "evolves" along a geodesic curve into datum $J_{i}$ in unit time). At this point statistical analysis is done on the tangent space, for example by performing Principal Component Analysis (PCA, see [5]) on vectors $\left(w_{1}, \ldots, w_{m}\right)$ in the linear space $T_{m} \mathcal{I}$; equivalently, PCA can be performed on the cotangent vectors $\left(w_{1}^{b}, \ldots, w_{m}^{b}\right)$. in $T_{m}^{*} \mathcal{I}$. Note that statistical analysis should be ideally performed on the manifold itself using Principal Geodesic Analysis (PGA, see $[\mathbf{1 4}, \mathbf{1 5}]$ ), which is however computationally unfeasible, whence such analysis is approximated with linear PCA on the tangent space at $m$.

Several remarks are in order. First of all, when the manifold is non-negatively curved and the data is not localized enough Karcher's mean (7.1) may not be unique
(for example, the sphere has constant positive curvature and if the "data" happen to be precisely two opposite poles then any point on the corresponding equator solves the above minimization problem).

Also, conjugate points may exist in regions of positive curvature: in fact in the previous chapter we verified that this is precisely the case for landmark manifolds eve in low-dimensional settings. A consequence is that if the data points in $\mathcal{B}$ are not localized enough the vectors $w_{i} \in T_{m} \mathcal{I}$ such that $\exp _{m}\left(w_{i}\right)=J_{i}$ may not be well defined themselves (non-uniqueness).

Last, but not least, even when the Karcher mean is unique and the tangent vectors $w_{i} \in T_{m} \mathcal{I}$ are well defined, curvature causes distortion in the statistical analysis. For example geodesics that originate at the Karcher mean $m$ with initial velocities $X, Y \in T_{m} \mathcal{I}$ locally diverge if $K(X, Y)<0$, whereas they locally converge if $K(X, Y)>0$. In any case, distortion is generated by the process of representing the data points on the tangent space at $m$ : that is, in case of negative curvature two data points $J_{1}$ and $J_{2}$, whose corresponding vectors, respectively $w_{1}$ and $w_{2}$, appear close on $T_{m} \mathcal{I}$, may be far on the manifold $\mathcal{I}$ in terms of actual geodesic distance; on the other hand, in case of positive curvature the tangent vectors $w_{1}$ and $w_{2}$ could appear far on $T_{m} \mathcal{I}$ when in reality $J_{1}$ and $J_{2}$ are close on the manifold. Situations like these can potentially lead to inaccuracies in the statistical analysis.

Our current and future work aims precisely at estimating this distortion in the case of landmark shapes deriving from MRI databases of left and right hippocampi of three groups of patients: healthy patients, patients with Mild Cognitive Impairment (MCI, that corresponds to a Clinical Dementia Rating, or CDR, of approximately 0.5), and patients with Alzheimer's disease ${ }^{1}$ (AD). For each of the three classes of patients the Karcher mean $m$ is computed together with the tangent vectors $w_{i} \in T_{m} \mathcal{I}$ that correspond to the data, and PCA is performed on the tangent space. Now that a formula

[^10]for the sectional curvature of landmarks manifolds is known (see Chapter 5), we intend to compute sectional curvature for each pair of tangent vectors $w_{i}, w_{j} \in T_{m} \mathcal{I}$ and perform a study of the local distortion. Also, since the whole computation depends on the choice of the kernel (i.e. of the admissible Hilbert space $V$ ), quantifying how the choice of the kernel's parameters (e.g. the scaling factor) influence the distortion in the statistical analysis will certainly be of interest.

## APPENDIX A

## Admissible Hilbert Spaces and Reproducing Kernels

In this Appendix we will concisely summarize the properties of admissible Hilbert spaces and their reproducing kernels. We refer the reader to [47] for more details; we should note that Reproducing Kernel Hilbert Spaces (RKHS) were first introduced in [3], while [45] provides a modern and concise introduction.

We denote with $C_{0}^{0}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ or simply with $C_{0}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ the linear space of continuous functions $u: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ that vanish at infinity (that is, such that for every $\varepsilon>0$ the set $\left\{x:\|u(x)\|_{\mathbb{R}^{D}} \geq \varepsilon\right\}$ is compact; see [16]) which is Banach with the norm:

$$
\|u\|_{\infty} \triangleq \max _{x \in \mathbb{R}^{D}}\|u(x)\|_{\mathbb{R}^{D}} .
$$

Also, we define

$$
C_{0}^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right) \triangleq\left\{u \in C^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right): \partial^{\alpha} u \in C_{0}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right) \text { for }|\alpha| \leq k\right\}
$$

where $C^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ is the linear space of functions $\mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ which are continuously differentiable $k$ times; in the above definition we have used the multi-index notation for partial derivatives $[\mathbf{1 3}, \mathbf{1 6}] . C_{0}^{k}$ is a Banach space with the $C^{k}\left(\right.$ or $W^{k, \infty}$ ) norm

$$
\|u\|_{k, \infty} \triangleq \sum_{|\alpha| \leq k} \max _{x \in \mathbb{R}^{D}}\left\|\partial^{\alpha} u(x)\right\|_{\mathbb{R}^{D}}
$$

In particular $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ is the linear space of continuously differentiable functions $u: \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ that vanish at infinity with their first partial derivatives, which is Banach with the norm:

$$
\|u\|_{1, \infty}=\max _{x \in \mathbb{R}^{D}}\|u(x)\|_{\mathbb{R}^{D}}+\sum_{i=1}^{D} \max _{x \in \mathbb{R}^{D}}\left\|\frac{\partial u}{\partial x_{i}}(x)\right\|_{\mathbb{R}^{D}}
$$

Admissible Hilbert spaces are defined as follows.

Definition A.1. A Hilbert space $\left(V,\langle\cdot, \cdot\rangle_{V}\right)$ of functions $\mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ is said to be admissible if the following conditions hold:
(1) $V$ is continuously embedded in $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$, i.e. there exists a positive constant $C$ such that $\|u\|_{1, \infty} \leq C\|u\|_{V}$, for all $u \in V$;
(2) for any positive integer $M$, if $x_{1}, \ldots, x_{N} \in \mathbb{R}^{D}$ and $\alpha_{1}, \ldots, \alpha_{N} \in \mathbb{R}^{D}$ are such that, for all $u \in V, \sum_{i=1}^{N}\left\langle\alpha_{i}, u\left(x_{i}\right)\right\rangle_{\mathbb{R}^{D}}=0$, then $\alpha_{1}=\ldots=\alpha_{N}=0$.

We should note that property (2) establishes a certain "richness" of functions in space $V$. In fact it can be rewritten as follows: for fixed points $x_{1}, \ldots, x_{N} \in \mathbb{R}^{D}$, if there exist vectors $\alpha_{1}, \ldots, \alpha_{N} \in \mathbb{R}^{D}$ of which at least one is non-zero, then there exists at least a function $v \in V$ such that $\sum_{i=1}^{N}\left\langle\alpha_{i}, u\left(x_{i}\right)\right\rangle_{\mathbb{R}^{D}} \neq 0$.

Example. As we do in Chapter 2, $V$ can be chosen to be Sobolev space $H^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ with its norm:

$$
\|u\|_{V}^{2} \triangleq \int_{\mathbb{R}^{D}}\langle L u(x), u(x)\rangle_{\mathbb{R}^{D}} d x
$$

in the above expression $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$ is a self-adjoint spatial differential operator ( $a \in \mathbb{R}, k \in \mathbb{N}$ and $\Delta$ is the Laplacian) that is applied to each of the $D$ components of vector field $u$. By the Sobolev Embedding Theorem [16] we have in fact that if $k>\frac{D}{2}+1$ then $V$ is embedded in $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$. Property (2) of Definition A. 1 is also satisfied by $H^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ (in fact, for any value of $k$ ).

We will now prove the existence of so-called reproducing kernels for admissible Hilbert spaces, which is a consequence of property (1) of Definition A.1. For a fixed point $x \in \mathbb{R}^{D}$ and a fixed vector $\alpha \in \mathbb{R}^{D}$ consider the evaluation functional

$$
\begin{equation*}
\delta_{x}^{\alpha}: V \rightarrow \mathbb{R}: u \mapsto\langle\alpha, u(x)\rangle_{\mathbb{R}^{D}} \tag{A.1}
\end{equation*}
$$

Note that:

- functional $\delta_{x}^{\alpha}$ is linear, since for all $u, v \in V$,

$$
\begin{aligned}
\delta_{x}^{\alpha}(u+v) & =\langle\alpha,(u+v)(x)\rangle_{\mathbb{R}^{D}}=\langle\alpha, u(x)+v(x)\rangle_{\mathbb{R}^{D}} \\
& =\langle\alpha, u(x)\rangle_{\mathbb{R}^{D}}+\langle\alpha, v(x)\rangle_{\mathbb{R}^{D}}=\delta_{x}^{\alpha}(u)+\delta_{x}^{\alpha}(v) ;
\end{aligned}
$$

- functional $\delta_{x}^{\alpha}$ is also bounded, since for all $u \in V$,

$$
\begin{aligned}
\left|\delta_{x}^{\alpha}(u)\right| & =\left|\langle\alpha, u(x)\rangle_{\mathbb{R}^{D}}\right| \leq\|\alpha\|_{\mathbb{R}^{D}}\|u(x)\|_{\mathbb{R}^{D}} \\
& \leq\|\alpha\|_{\mathbb{R}^{D}}\|u\|_{1, \infty} \leq C\|\alpha\|_{\mathbb{R}^{D}}\|u\|_{V},
\end{aligned}
$$

where we have used the Schwartz inequality, the definition of $\|\cdot\|_{\infty}$ and property (1) of Definition A.1.

Therefore, by the Riesz Representation Theorem for Hilbert Spaces [16] there exists a unique function $K_{x}^{\alpha}(\cdot) \in V$ such that

$$
\begin{equation*}
\left\langle K_{x}^{\alpha}, u\right\rangle_{V}=\langle\alpha, u(x)\rangle_{\mathbb{R}^{D}}, \tag{A.2}
\end{equation*}
$$

for all $u \in V$. Such function is called the representer of evaluation functional (A.1), and relation (A.2) is referred to the reproducing property of function $K_{x}^{\alpha}(\cdot)$.

Remark. In order for $V$ to have a reproducing kernel we could loosen the requirements in the definition of admissible Hilbert space. In fact the existence of a constant $C$ such that $\|u\|_{\infty} \leq C\|u\|_{V}$, for all $u \in V$ would imply the boundedness of functional $\delta_{x}^{\alpha}$; in other words, the continuous embedding of $V$ in $C_{0}^{0}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ would be sufficient. However we require that $V$ is continuously embedded in $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$ so that the flow generated by time dependent vector fields $v \in L^{1}([0,1], V)$, used in Chapter 2 , are actually diffeomorphism from $\mathbb{R}^{D}$ to $\mathbb{R}^{D}$, i.e. continuously differentiable and invertible with continuously differentiable inverse.

Remark. The Hilbert space $L^{2}(\mathbb{R}, \mathbb{R})$ of square integrable functions, with inner product $\langle f, g\rangle=\int_{\mathbb{R}} f g d x$, does not have a reproducing kernel (indeed, it is not embedded in $C_{0}^{0}(\mathbb{R}, \mathbb{R})$ ); formally, only the Dirac delta function, which is not an element of the space, has the reproducing property.

Let $V$ be an admissible Hilbert space. Note that the map $\mathbb{R}^{D} \rightarrow V: \alpha \mapsto K_{x}^{\alpha}(\cdot)$ is linear in $\alpha$; in fact, for all $x \in \mathbb{R}^{D}, \alpha, \beta \in \mathbb{R}^{D}$, and $u \in V$,

$$
\begin{aligned}
\left\langle K_{x}^{\alpha+\beta}, u\right\rangle_{V} & =\langle\alpha+\beta, u(x)\rangle_{\mathbb{R}^{D}}=\langle\alpha, u(x)\rangle_{\mathbb{R}^{D}}+\langle\beta, u(x)\rangle_{\mathbb{R}^{D}} \\
& =\left\langle K_{x}^{\alpha}, u\right\rangle_{V}+\left\langle K_{x}^{\beta}, u\right\rangle_{V}=\left\langle K_{x}^{\alpha}+K_{x}^{\beta}, u\right\rangle_{V}
\end{aligned}
$$

whence $K_{x}^{\alpha+\beta}=K_{x}^{\alpha}+K_{x}^{\beta}$ by the uniqueness of the representer. In particular, for any point $y \in \mathbb{R}^{D}$ we have that $K_{x}^{\alpha+\beta}(y)=K_{x}^{\alpha}(y)+K_{x}^{\beta}(y)$; so for an arpitrary pair of points $x, y \in \mathbb{R}^{D}$ there exists a $D \times D$ matrix $K(y, x) \in \mathbb{R}^{D \times D}$ such that, for all $\alpha \in \mathbb{R}^{D}, K_{x}^{\alpha}(y)=K(y, x) \alpha$ (here we are treating $\alpha$ as a column vector). Such matrix-valued function $K: \mathbb{R}^{D} \times \mathbb{R}^{D} \rightarrow \mathbb{R}^{D}$ is called the reproducing kernel of Hilbert space $V$ (whence the name of reproducing kernel Hilbert spaces).

By the reproducing property (A.2) we have that, for any pair of points $x, y \in \mathbb{R}^{D}$ and any pair of vectors $\alpha, \beta \in \mathbb{R}^{D}$,

$$
\left\langle K_{x}^{\alpha}, K_{y}^{\beta}\right\rangle_{V}=\left\langle\alpha, K_{y}^{\beta}(x)\right\rangle_{\mathbb{R}^{D}}=\langle\alpha, K(x, y) \beta\rangle_{\mathbb{R}^{D}}=\alpha^{T} K(x, y) \beta,
$$

but also

$$
\left\langle K_{y}^{\beta}, K_{x}^{\alpha}\right\rangle_{V}=\left\langle\beta, K_{x}^{\alpha}(y)\right\rangle_{\mathbb{R}^{D}}=\langle\beta, K(y, x) \alpha\rangle_{\mathbb{R}^{D}}=\beta^{T} K(y, x) \alpha=\alpha^{T} K(y, x)^{T} \beta,
$$

so that by the arbitrariness of $\alpha$ and $\beta$ we have the symmetry: $K(x, y)=K(y, x)^{T}$. We will now use property (2) in Definition A. 1 of admissible Hilbert spaces to prove positive-definiteness of the kernel.

Proposition A.2. For any positive integer $M$, any points $x_{1}, \ldots, x_{N} \in \mathbb{R}^{D}$ and vectors $\alpha_{1}, \ldots, \alpha_{N} \in \mathbb{R}^{D}$ the following holds:

$$
\sum_{i, j=1}^{M} \alpha_{i}^{T} K\left(x_{i}, x_{j}\right) \alpha_{j} \geq 0
$$

with equality if and only if $\alpha_{1}=\ldots=\alpha_{M}=0$.

Proof. By the reproducing property of the representer function:

$$
\begin{aligned}
\left\|\sum_{i=1}^{M} K_{x_{i}}^{\alpha_{i}}\right\|_{V}^{2} & =\left\langle\sum_{i=1}^{M} K_{x_{i}}^{\alpha_{i}}, \sum_{j=1}^{M} K_{x_{j}}^{\alpha_{j}}\right\rangle_{V}=\sum_{i, j=1}^{M}\left\langle K_{x_{i}}^{\alpha_{i}}, K_{x_{j}}^{\alpha_{j}}\right\rangle_{V} \\
& =\sum_{i, j=1}^{M}\left\langle\alpha_{i}, K_{x_{j}}^{\alpha_{j}}\left(x_{i}\right)\right\rangle_{\mathbb{R}^{D}}=\sum_{i, j=1}^{M}\left\langle\alpha_{i}, K\left(x_{i}, x_{j}\right) \alpha_{j}\right\rangle_{\mathbb{R}^{D}} \\
& =\sum_{i, j=1}^{M} \alpha_{i}^{T} K\left(x_{i}, x_{j}\right) \alpha_{j}
\end{aligned}
$$

so that $\sum_{i, j=1}^{M} \alpha_{i}^{T} K\left(x_{i}, x_{j}\right) \alpha_{j} \geq 0$, with equality if and only if $\sum_{i=1}^{M} K_{x_{i}}^{\alpha_{i}}=0$, that is when, for all $v \in V$,

$$
\left\langle\sum_{i=1}^{M} K_{x_{i}}^{\alpha_{i}}, v\right\rangle_{V}=0, \quad \text { i.e. } \quad \sum_{i=1}^{M}\left\langle\alpha_{i}, v\left(x_{i}\right)\right\rangle_{\mathbb{R}^{D}}=0 ;
$$

but by condition (2) in Definition A. 1 the above relations holds if and only if $\alpha_{i}=0$ for all $i=1, \ldots, N$.

Proposition A.3. When the admissible Hilbert space is of the Sobolev type, $V=$ $H^{k}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$, with inner product:

$$
\langle u, v\rangle_{V}=\int_{\mathbb{R}^{D}}\langle L u(x), v(x)\rangle_{\mathbb{R}^{D}} d x
$$

where $L$ is a self-adjoint differential operator that acts on each of the components of $u$, the reproducing kernel has the form:

$$
K(x, y)=G(x, y) \cdot \mathrm{id}=\left[\begin{array}{cccc}
G(x, y) & 0 & \cdots & 0 \\
0 & G(x, y) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & G(x, y)
\end{array}\right]
$$

where id is the $D \times D$ identity matrix and $G(x, y)$ is the (scalar) Green's function ${ }^{1}$, or fundamental solution, of differential operator $L$.

Proof. For any point $x \in \mathbb{R}^{D}$, vector $\alpha \in \mathbb{R}^{D}$, and function $u \in V$, by the reproducing property (A.2) we have that

$$
\begin{aligned}
\langle\alpha, u(x)\rangle_{\mathbb{R}^{D}} & =\left\langle K_{x}^{\alpha}, u\right\rangle_{V}=\int_{\mathbb{R}^{D}}\left\langle K_{x}^{\alpha}(y), L u(y)\right\rangle_{\mathbb{R}^{D}} d y \\
& =\int_{\mathbb{R}^{D}}\langle K(y, x) \alpha, L u(y)\rangle_{\mathbb{R}^{D}} d y=\int_{\mathbb{R}^{D}} \alpha^{T} K(y, x)^{T} L u(y) d y \\
& =\alpha^{T} \int_{\mathbb{R}^{D}} K(x, y) L u(y) d y=\left\langle\alpha, \int_{\mathbb{R}^{D}} K(x, y) L u(y) d y\right\rangle_{\mathbb{R}^{D}},
\end{aligned}
$$

[^11]where we have treated $L u(y)$ as a column vector. By the arbitrariness of $\alpha \in \mathbb{R}^{D}$ we have that
\[

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{D}} K(x, y) L u(y) d y \tag{A.3}
\end{equation*}
$$

\]

So if we indicate with $u^{i}$ the $i$-th component of vector $u$ and with $K^{i j}$ the element of matrix (reproducing kernel) $K$ in position ( $i, j$ ), expression (A.3) can be written as

$$
u^{i}(x)=\int_{\mathbb{R}^{D}} \sum_{j=1}^{D} K^{i j}(x, y) L u^{j}(y) d y, \quad i=1, \ldots, D
$$

function $u \in V$ is also arbitrary, so if we choose a function whose only nonzero component is $u^{1}$ the above integral yields

$$
u^{1}(x)=\int_{\mathbb{R}^{D}} K^{11}(x, y) L u^{1}(y) d y
$$

so we may conclude, by the arbitrariness of $u^{1}$, that $K^{11}(x, y)=G(x, y)$, i.e. the Green's function, or fundamental solution, of differential operator $L$. In the same way we can prove that all the remaining diagonal elements $K^{i i}(x, y)$ are equal to $G(x, y)$, for $i=2, \ldots, D$. On the other hand, if we choose again a function $u \in V$ whose only nonzero component is $u^{1}$ we also get

$$
u^{k}(x)=0=\int_{\mathbb{R}^{D}} K^{k 1}(x, y) L u^{1}(y) d y, \quad k=2, \ldots, D
$$

so that, by the arbitrariness of $u^{1}$, it must be the case that $K^{k 1}(x, y) \equiv 0$. In a completely similar way one can prove that all the remaining off-diagonal elements of the reproducing kernel $K$ are identically equal to zero.

In the case of admissible Hilbert spaces of the Sobolev type we sometimes say, with abuse of terminology, that scalar function $G$ is the kernel of $V$.

Corollary A.4. Under the hypotheses of Proposition A.3,

$$
\langle G(\cdot, x) \alpha, v\rangle_{V}=\langle\alpha, v(x)\rangle_{\mathbb{R}^{D}}
$$

for any point $x \in \mathbb{R}^{D}$, any vector $x \in \mathbb{R}^{D}$, and any function $v \in V$.

Proof. In fact, by the reproducing property:

$$
\langle\alpha, v(x)\rangle_{\mathbb{R}^{D}}=\left\langle K_{x}^{\alpha}, v\right\rangle_{V}=\langle K(\cdot, x) \alpha, v\rangle_{V}=\langle G(\cdot, x) \operatorname{id} \alpha, v\rangle_{V}=\langle G(\cdot, x) \alpha, v\rangle_{V}
$$

Corollary A.5. Under the hypotheses of Proposition A.3, for any choice of points $x_{1}, \ldots, x_{M} \in \mathbb{R}^{D}$ and for any vector $\left(a_{1}, \ldots, a_{M}\right) \in \mathbb{R}^{M}$ it is the case that

$$
\sum_{i, j=1}^{M} G\left(x_{i}, x_{j}\right) a_{i} a_{j} \geq 0
$$

with equality if and only if $a_{1}=\ldots=a_{M}=0$.

Proof. It is sufficient to apply Proposition A. 2 to vectors $\alpha_{i}=\left(\frac{a_{i}}{\sqrt{D}}, \ldots, \frac{a_{i}}{\sqrt{D}}\right) \in$ $\mathbb{R}^{D}$, for $i=1, \ldots, M$.

## APPENDIX B

## Properties of Bessel Kernels

## 1. Introduction

When performing regularized landmark matching between the two labeled sets $I=\left(x^{1}, \ldots, x^{N}\right)$ and $I^{\prime}=\left(y^{1}, \ldots, y^{N}\right)$, one's objective is to minimize the functional:

$$
E[v, q] \triangleq \int_{0}^{1} \int_{\mathbb{R}^{D}}\left\langle L v_{t}, v_{t}\right\rangle_{\mathbb{R}^{D}} d x d t+\lambda \int_{0}^{1} \sum_{i=1}^{N}\left\|\frac{d q_{i}}{d t}(t)-v_{t}\left(q_{i}(t)\right)\right\|^{2} d t
$$

with respect to time-dependent velocity $v \in L^{2}([0, T], V)$, where $V$ is an appropriate Hilbert space embedded in $C_{0}^{1}\left(\mathbb{R}^{D}, \mathbb{R}^{D}\right)$, and to landmark trajectories $q^{i}:[0, T] \rightarrow \mathbb{R}^{D}$ that satisfy the boundary conditions $q^{i}(0)=x^{i}$ and $q^{i}(1)=y^{i}$, for $i=1, \ldots, N$. In the first term of the right-hand side of the above equation $L$ is a spatial differential operator which typically has the form $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$, where $\Delta$ is the Laplacian operator and $a^{2}$ is just a scaling factor; exponent $k$ is generally a positive integer, although the theory can be extended to the case of positive real values of $k$ (pseudodifferential operators).

It turns out that the Green's function of operator $L$ plays a fundamental role in both the solution of the above minimization problem and in the study of the Riemannian curvature tensor of landmark-based shape manifolds. When the differential operator is in fact $L=\left(\mathrm{id}-a^{2} \Delta\right)^{k}$ such Green's function $G: \mathbb{R}^{D} \times \mathbb{R}^{D} \rightarrow \mathbb{R}$ takes the form $G(x, y)=\gamma\left(\|x-y\|_{\mathbb{R}^{D}}\right)$, with $\gamma:[0, \infty) \rightarrow \mathbb{R}$ given by:

$$
\begin{equation*}
\gamma(\varrho)=\frac{1}{2^{k+\frac{D}{2}-1} \pi^{\frac{D}{2}} \Gamma(k)} \frac{1}{a^{D}}\left(\frac{\varrho}{a}\right)^{k-\frac{D}{2}} K_{k-\frac{D}{2}}\left(\frac{\varrho}{a}\right), \tag{B.1}
\end{equation*}
$$

where $K_{\nu}$ is a modified Bessel function [1, Chap. 9] whereas $\Gamma$ is the gamma function [1, Chap. 6]. Note that $\gamma$ and its derivatives are defined at zero by continuity. Reference [20] provides a table of fundamental solutions for different differential operators, from which (B.1) can be computed. Function (B.1) depends on both $D$, the
dimension of the ambient space for landmarks, and $k$, the exponent of differential operator $L$. Function $\gamma$ is $C^{\infty}$ in the open set $(0, \infty)$ while its regularity in the origin depends on $\nu=k-\frac{D}{2}$ : its smoothness at zero in fact increases with parameter $\nu$. We shall explore the asymptotic behavior of $\gamma$ at zero later on in this appendix.

For notational convenience let us define, for a fixed value of scaling factor $a$ :

$$
\eta_{k, D} \triangleq \frac{1}{2^{k+\frac{D}{2}-1} \pi^{\frac{D}{2}} \Gamma(k)} \frac{1}{a^{k+\frac{D}{2}}},
$$

so that (B.1) can simply be written as

$$
\begin{equation*}
\gamma(\varrho)=\eta_{k, D} \varrho^{\nu} K_{\nu}\left(\frac{\varrho}{a}\right), \tag{B.2}
\end{equation*}
$$

with $\nu=k-\frac{D}{2}$.

## 2. Differential equation

It is well known that modified Bessel function $K_{\nu}(z)$ is a solution to the following second order differential equation [1]:

$$
\begin{equation*}
z^{2} \frac{d^{2} w}{d z^{2}}+z \frac{d w}{d z}-\left(z^{2}+\nu^{2}\right) w=0 \tag{B.3}
\end{equation*}
$$

note that $K_{\nu}(z)$ is a holomorphic function of $z$ throughout the complex plane cut along the negative real axis, and for fixed $z$ it is an entire function of $\nu$. For our purposes, we are interested in $K_{\nu}(z)$ when $z \in \mathbb{R}^{+}$and $\nu \in \mathbb{R}$.

Function $\gamma(\varrho)$, which is defined in terms of a modified Bessel function, also satisfies a second order differential equation which will differ from (B.3) due to factor $\varrho^{k-D / 2}$ in (B.1). In fact the following result holds.

Proposition B.1. Function $\gamma$ defined in (B.1) satisfies the following second order differential equation:

$$
\begin{equation*}
\gamma^{\prime \prime}=\frac{2 \nu-1}{\varrho} \gamma^{\prime}+\frac{1}{a^{2}} \gamma \tag{B.4}
\end{equation*}
$$

where $\nu=k-\frac{D}{2}$.

Proof. Perhaps the most straightforward way of proving the proposition is taking successive derivatives of the expression provided by (B.1), recombining the resulting terms and and then using differential equation (B.3). However we shall pursue a different path, which will also yield a useful expression for the first derivative of $\gamma(\varrho)$.

Differentiation of (B.2) yields the following expression:

$$
\begin{equation*}
\gamma^{\prime}(\varrho)=\eta_{k, D}\left\{\nu \varrho^{\nu-1} K_{\nu}\left(\frac{\varrho}{a}\right)+\frac{1}{a} \varrho^{\nu} K_{\nu}^{\prime}\left(\frac{\varrho}{a}\right)\right\} . \tag{B.5}
\end{equation*}
$$

We will use an important property of the modified Bessel functions of our interest. Namely, the following formulas hold $[\mathbf{1}, \S 9.6 .26]$ for any value of parameter $\mu$ :

$$
\begin{align*}
\mathcal{Z}_{\mu}^{\prime}(z) & =\mathcal{Z}_{\mu-1}(z)-\frac{\mu}{z} \mathcal{Z}_{\mu+1}(z)  \tag{B.6}\\
\mathcal{Z}_{\mu}^{\prime}(z) & =\mathcal{Z}_{\mu+1}(z)+\frac{\mu}{z} \mathcal{Z}_{\mu}(z) \tag{B.7}
\end{align*}
$$

where $\mathcal{Z}_{\mu}(z)=e^{\mu \pi i} K_{\mu}(z)$. Identity (B.6) implies that $K_{\mu}^{\prime}(z)=-K_{\mu-1}(z)-\frac{\mu}{z} K_{\mu}(z)$ for all $\mu$, so that, fixing $\mu=\nu$,

$$
\begin{equation*}
K_{\nu}^{\prime}\left(\frac{\varrho}{a}\right)=-K_{\nu-1}\left(\frac{\varrho}{a}\right)-\frac{a \nu}{\varrho} K_{\nu}\left(\frac{\varrho}{a}\right) ; \tag{B.8}
\end{equation*}
$$

the second one (B.7) implies that $K_{\mu}^{\prime}(z)=-K_{\mu+1}(z)+\frac{\mu}{z} K_{\mu}(z)$, whence for $\mu=\nu-1$

$$
\begin{equation*}
K_{\nu-1}^{\prime}\left(\frac{\varrho}{a}\right)=-K_{\nu}\left(\frac{\varrho}{a}\right)+\frac{a}{\varrho}(\nu-1) K_{\nu-1}\left(\frac{\varrho}{a}\right) . \tag{B.9}
\end{equation*}
$$

Inserting (B.8) into the right-hand side of (B.5) yields:

$$
\begin{align*}
\gamma^{\prime}(\varrho) & =\eta_{k, D}\left\{\nu \varrho^{\nu-1} K_{\nu}\left(\frac{\varrho}{a}\right)+\frac{1}{a} \varrho^{\nu}\left[-K_{\nu-1}\left(\frac{\varrho}{a}\right)-\frac{a \nu}{\varrho} K_{\nu}\left(\frac{\varrho}{a}\right)\right]\right\} \\
& =-\eta_{k, D} \frac{1}{a} \varrho^{\nu} K_{\nu-1}\left(\frac{\varrho}{a}\right) \tag{B.10}
\end{align*}
$$

Differentiating the above function gives:

$$
\begin{aligned}
\gamma^{\prime \prime}(\varrho) & =-\eta_{k, D}\left\{\frac{1}{a} \nu \varrho^{\nu-1} K_{\nu-1}\left(\frac{\varrho}{a}\right)+\frac{1}{a^{2}} \varrho^{\nu} K_{\nu-1}^{\prime}\left(\frac{\varrho}{a}\right)\right\} \\
& \stackrel{(*)}{=}-\eta_{k, D}\left\{\frac{1}{a} \nu \varrho^{\nu-1} K_{\nu-1}\left(\frac{\varrho}{a}\right)+\frac{1}{a^{2}} \varrho^{\nu}\left[-K_{\nu}\left(\frac{\varrho}{a}\right)+\frac{a}{\varrho}(\nu-1) K_{\nu-1}\left(\frac{\varrho}{a}\right)\right]\right\} \\
& =-\eta_{k, D}\left\{\frac{2 \nu-1}{\varrho} \frac{1}{a} \nu \varrho^{\nu-1} K_{\nu-1}\left(\frac{\varrho}{a}\right)-\frac{1}{a^{2}} \varrho^{\nu} K_{\nu}\left(\frac{\varrho}{a}\right)\right\} \\
& =\frac{2 \nu-1}{\varrho}\left\{-\eta_{k, D} \frac{1}{a} \varrho^{\nu} K_{\nu-1}\left(\frac{\varrho}{a}\right)\right\}+\frac{1}{a^{2}} \eta_{k, D} \varrho^{\nu} K_{\nu}\left(\frac{\varrho}{a}\right) \\
& =\frac{2 \nu-1}{\varrho} \gamma^{\prime}(\varrho)+\frac{1}{a^{2}} \gamma(\varrho),
\end{aligned}
$$

which is equation (B.4); note that we have used expression (B.9) in step (*).

A by-product of the above proof is the following result.

Corollary B.2. The first derivative of function $\gamma$ may be expressed ad follows:

$$
\begin{aligned}
\gamma^{\prime}(\varrho) & =-\frac{1}{2^{k+\frac{D}{2}-1} \pi^{\frac{D}{2}} \Gamma(k)} \frac{1}{a^{D+1}}\left(\frac{\varrho}{a}\right)^{k-\frac{D}{2}} K_{k-\frac{D}{2}-1}\left(\frac{\varrho}{a}\right) \\
& =-\eta_{k, D} \frac{1}{a} \varrho^{k-\frac{D}{2}} K_{k-\frac{D}{2}-1}\left(\frac{\varrho}{a}\right) .
\end{aligned}
$$

Proof. The result follows immediately from expression (B.10).

## 3. Asymptotic behavior at zero

We shall now study the behavior of function $\gamma(\varrho)$ in a neighborhood of zero. We will need the following properties of modified Bessel functions [1, §9.6.8, §9.6.9]: when $z \rightarrow 0, K_{0} \sim-\ln z$, while for a fixed value of paramenter $\mu$ with $\Re \mu>0$ we have that $K_{\mu}(z) \sim \frac{1}{2} \Gamma(\mu)\left(\frac{1}{2} z\right)^{-\mu}$. In other words,

$$
\lim _{z \rightarrow 0} \frac{K_{0}(z)}{\ln z}=-1
$$

and

$$
\begin{equation*}
\lim _{z \rightarrow 0} z^{\mu} K_{\mu}(z)=2^{\mu-1} \Gamma(\mu) \tag{B.11}
\end{equation*}
$$

for $\Re \mu>0$.

Proposition B.3. It is the case that:

$$
\lim _{\varrho \rightarrow 0} \gamma(\varrho)=\frac{1}{(2 a \sqrt{\pi})^{D}} \frac{\Gamma\left(k-\frac{D}{2}\right)}{\Gamma(k)},
$$

provided that $k-\frac{D}{2}>0$. Otherwise, when $k-\frac{D}{2} \leq 0$ the above limit diverges to $+\infty$.
Proof. The case $k>\frac{D}{2}$ follows directly from applying property (B.11) to expression (B.1). The other case follows form the facts that $K_{\mu}(x) \rightarrow+\infty$ as $x \rightarrow 0^{+}$ for any value of parameter $\mu$, and that $x^{\mu} \rightarrow+\infty$ as $x \rightarrow 0^{+}$for $\mu<0$.

Proposition B.4. The first derivative of function $\gamma$ is such that:

$$
\lim _{\varrho \rightarrow 0} \frac{\gamma^{\prime}(\varrho)}{\varrho}=-\frac{1}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)},
$$

provided that $k-\frac{D}{2}-1>0$.
Proof. It follows from Corollary B. 2 that

$$
\frac{\gamma^{\prime}(\varrho)}{\varrho}=-\frac{1}{2^{k+\frac{D}{2}-1} \pi^{\frac{D}{2}} \Gamma(k)} \frac{1}{a^{D+2}}\left(\frac{\varrho}{a}\right)^{k-\frac{D}{2}-1} K_{k-\frac{D}{2}-1}\left(\frac{\varrho}{a}\right)
$$

which, provided that $k-\frac{D}{2}-1>0$, by (B.11) converges to

$$
\begin{aligned}
\lim _{\varrho \rightarrow 0} \frac{\gamma^{\prime}(\varrho)}{\varrho} & =-\frac{1}{2^{k+\frac{D}{2}-1} \pi^{\frac{D}{2}} \Gamma(k)} \frac{1}{a^{D+2}} 2^{k-\frac{D}{2}-2} \Gamma\left(k-\frac{D}{2}-2\right) \\
& =-\frac{1}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)},
\end{aligned}
$$

which is precisely what we wanted to prove.

Proposition B.5. The second derivative of function $\gamma$ is such that:

$$
\lim _{\varrho \rightarrow 0} \gamma^{\prime \prime}(\varrho)=-\frac{1}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)},
$$

provided that $k-\frac{D}{2}-1>0$. If $k-\frac{D}{2}-1 \leq 0$, the above limit diverges to $+\infty$.
Proof. In order to compute the above limit we shall use differential equation (B.4) and the results provided by Propositions B. 3 and B.4, which both hold since $k-\frac{D}{2}-1>0$. By Proposition B. 3 we have that

$$
\begin{gathered}
\lim _{\varrho \rightarrow 0} \frac{1}{a^{2}} \gamma(\varrho)=\frac{k-\frac{D}{2}-1}{2^{D} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)}, \\
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\end{gathered}
$$

where we have used the property of the gamma function: $\Gamma(z+1)=z \Gamma(z)$. On the other hand by Proposition B. 3 it is the case that

$$
\lim _{\varrho \rightarrow 0} \frac{2 \nu-1}{\varrho} \gamma^{\prime}(\varrho)=-\frac{2 k-D-1}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)},
$$

where we have fixed $\nu=k-\frac{D}{2}$. Combining the above limits with equation (B.4) finally yields

$$
\begin{aligned}
\lim _{\varrho \rightarrow 0} \gamma^{\prime \prime}(\varrho) & =\lim _{\varrho \rightarrow 0}\left[\frac{2 \nu-1}{\varrho} \gamma^{\prime}(\varrho)+\frac{1}{a^{2}} \gamma(\varrho)\right] \\
& =-\frac{2 k-D-1}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)}+\frac{2 k-D-2}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)} \\
& =-\frac{1}{2^{D+1} a^{D+2} \pi^{\frac{D}{2}}} \frac{\Gamma\left(k-\frac{D}{2}-1\right)}{\Gamma(k)},
\end{aligned}
$$

as we wanted to prove.
REMARK. Out of curiosity, note that: $\lim _{\varrho \rightarrow 0} \gamma^{\prime \prime}(\varrho)=\lim _{\varrho \rightarrow 0} \frac{\gamma^{\prime}(\varrho)}{\varrho}$.
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[^0]:    ${ }^{2}$ We chose superscript indices for landmark coordinates and subscript indices for momenta because it will turn out that the derivatives of landmark coordinates $\dot{q}$ and momenta $p$ live, repectively, on tangent bundle $T \mathcal{I}$ and on cotangent bundle $T^{*} \mathcal{I}$ of the Riemannian manifold [28].

[^1]:    ${ }^{3}$ We are using the notation $A^{-T} \triangleq\left(A^{-1}\right)^{T}$; if $A$ is symmetric then $A^{-T}=A^{-1}$.

[^2]:    ${ }^{4}$ The curves were computed a conjugate gradient $[\mathbf{6}, \mathbf{3 9}]$ descent algorithm on the energy for fixed boundary conditions and it may well be the case that the curves are, in fact, points of local minimum of the functional. An alternative method for solving the boundary value problem is the geodesic shooting method [35], which we did not implement here.

[^3]:    ${ }^{5}$ See footnote 1.

[^4]:    ${ }^{1}$ In differential-geometric, coordinate-free notation the conservation law (3.15) may be written as $\left[\varphi_{t}\left(q_{i}(0)\right)\right]^{*} p_{i}(t)=p_{i}(0)$, where the upper star denotes the pullback map [28] applied to cotangent vector $p_{i}(t) \in T_{q^{i}(t)}^{*} \mathcal{I}$.

[^5]:    ${ }^{1}$ The notation described above is the one adopted by Lee $[\mathbf{2 7}]$. Other authors use different sign conventions, however in a way that the definition of sectional curvature eventually agrees in sign with (4.4). For example, Jost [23] defines $R(X, Y) Z$ in the same way as above, but then defines the coefficients of the Riemannian curvature tensor as follows: $R_{i j k m}=\left\langle R\left(\partial_{i}, \partial_{j}\right) \partial_{m}, \partial_{k}\right\rangle$, i.e. with a sign that is opposite to Lee's convention; however, Jost eventually defines the numerator of sectional curvature as $R_{i j k m} X^{i} Y^{j} X^{k} Y^{m}$, so that it agrees in sign with (4.4). On the other hand Do Carmo [11] defines the Riemannian curvature endomorphism as follows: $R(X, Y) Z=$ $\nabla_{Y} \nabla_{X} Z-\nabla_{X} \nabla_{Y} Z+\nabla_{[X, Y]} Z$, that is, with a sign that is opposite to (4.1); the coefficients are then defined formally as in (4.2), $R_{i j k m}=\left\langle R\left(\partial_{i}, \partial_{j}\right) \partial_{k}, \partial_{m}\right\rangle$ so that their sign is in fact opposite to our convention (they coincide with Jost's); but then the numerator of $K(X, Y)$ is set to be equal to $R_{i j k m} X^{i} Y^{j} X^{k} Y^{m}$, so Do Carmo's definition of sectional curvature is eventually consistent with (4.4).

[^6]:    ${ }^{2}$ This expression generalizes the fact that for a scalar differentiable function $f: \mathbb{R} \rightarrow \mathbb{R}$ of the form $f(x)=\frac{1}{g(x)}$ its derivative is given by $f^{\prime}(x)=-\frac{g^{\prime}(x)}{g^{2}(x)}$. In general, recall the definition of differential: if $\Omega$ is an open set in $\mathbb{R}^{n}, \phi$ maps $\Omega$ into $\mathbb{R}^{m}, x$ is in $\Omega$ and there exists a linear transformation $A \in \mathcal{L}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ such that $|\phi(x+h)-\phi(x)-A h|=o(|h|)$, then we say that $\phi$ is differentiable at $x$ and we write $d \phi(x)=A$ (see [41] for details). The definition can be easily extended to matrix-valued functions (and in fact to maps between Banach spaces). If a function $f$ is defined as $f: G L_{n}(\mathbb{R}) \rightarrow G L_{n}(\mathbb{R}): A \mapsto A^{-1}\left(\right.$ note that $G L_{n}(\mathbb{R})$ is an open subset of $\mathbb{R}^{n \times n}$ ) then its differential computed at a point $A \in G L_{n}(\mathbb{R})$ is the linear operator $d f(A) \in \mathcal{L}\left(G L_{n}(\mathbb{R}), G L_{n}(\mathbb{R})\right)$ defined as $d f(A) B=-A^{-1} B A^{-1}$, for all $B \in G L_{n}(\mathbb{R})$; in fact it can be proven that $\| f(A+H)-$ $f(A)+A^{-1} H A^{-1}\|/\| H \| \rightarrow 0$ as $\|H\| \rightarrow 0$, for example by using the matrix inversion lemma [25]. If $f$ is composed with a differentiable function $h: \mathbb{R} \rightarrow G L_{n}(\mathbb{R})$, i.e. if we define $\psi=f \circ h$, then the differential of $\psi$ computed at a generic point $z \in \mathbb{R}$ is a linear operator $d \psi \in \mathcal{L}\left(\mathbb{R}, G L_{n}(\mathbb{R})\right.$ ) (simply representable as a matrix) that can be calculated via the chain rule, i.e. $d \psi(z)=d f(h(z)) d h(z)$. In the case of $f(A)=A^{-1}$ this yields $d \psi(z)=-(h(z))^{-1} h^{\prime}(z)(h(z))^{-1}$.

[^7]:    ${ }^{3}$ Given the form of expression (4.13), perhaps it would make more sense to add a minus sign in front of definition (4.14). In any case this is rather irrelevant for our purposes, since on the right-hand side of (4.12) we have the products of pairs of Christoffel symbols so that, in substituting the definition of the dual Christoffels in such products, opposite signs would cancel.

[^8]:    ${ }^{4}$ The minus signs follows from the sign conventions for the Riemannian curvature tensor that we adopted, following Lee's notation [27]; see footnote 1 of this chapter.

[^9]:    ${ }^{5} \mathrm{~A} k$-form $\omega \in \Lambda^{k} V$ is decomposable if and only if it satisfies the Plücker relations [12].

[^10]:    ${ }^{1}$ The three-dimensional landmark sets, which are hand-picked and hand-labeled from MRI images of the brain, are provided by the Center for Imaging Science at Johns Hopkins University.

[^11]:    ${ }^{1}$ By definition, the Green's function of a differential operator $L$ is the solution of partial differential equation $L u=\delta$, where $\delta$ is Dirac's delta function. The solution to equation $L v=f$ is $v(x)=$ $\int G(x, y) f(y) d y$, therefore the Green's function has the property that $v(x)=\int G(x, y) L v(y) d y$ for any function $v$ in the appropriate function space. See [13] for more details.

